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ABSTRACT

Microcystin-LR (MCLR, one of the most toxic and commonly found products of
cyanobacteria in freshwater resources, threatens human health and the livestock. WHO has
set a standard limit of 1 pg /! for the concentration of MCLR in drinking water. The lab-
based, specialized water quality monitoring tests for this purpose are not only expensive
but also slow and require sample preparation and transportation from distant sites.
Therefore, there is a need for a handheld, field-deployable and low-cost biosensor to make
frequent water quality monitoring easier.

Many field-deployable biosensors with applications in environmental monitoring
and healthcare where concentrations of interest are on the order of pug/l and fewer face
challenges in achieving high dynamic range and lower detection resolution due to the
resultant small fractional change in the transducer characteristics. Additionally, non-
faradaic label-free biosensors for MCLR type applications face difficulty in real-time data
analysis due to signal drift, non-specific binding of non-target particles and last but not
least noise coming from both transducer and readout electronics.

This dissertation is mainly focused on utilizing electronic circuit methods to fill the
gap of reading small responses from the bio-transducer with sufficient accuracy and
sensitivity. Differential bridge based transduction as sensitivity booster and careful design
of amplification unit and real-time signal processing capable of extracting signal
information buried in noise are part of the presented work that achieves 8-bit resolution

within a 1% full-scale transducer fractional capacitive change.
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CHAPTER 1. INTRODUCTION

1.1 Background

Cyanobacteria harmful algal blooms, Fig. 1.1(a), (CyHABs) and their production of
numerous potent toxins (i.e., cyanotoxins) threaten global freshwater supplies [2]. Toxic
CyHABs have been reported from 57 countries around the world and at least 27 states in the
United States [3]. Microcystin-LR (MCLR), Fig. 1.1(b), one of the most toxic and commonly
found products of cyanobacteria has been reported as the cause of several incidents of wild and
domestic animal poisonings, as well as human injury and deaths. The liver is the primary organ
affected by MCLR, but it can also affect the kidneys, colon and neural system [5]. Besides, the
accumulation of cyanotoxin variants in the food chain (e.g., lettuce, catfish, milk) is one other
long term harmful threat for human health [6]. These harmful toxins are not removed from the
drinking water with the current common water refining methods, in light of this, the World
Health Organization (WHO) has set a standard limit of 1 pg /1 for the concentration of MCLR
in drinking water [7].

Many states have implemented freshwater HAB monitoring programs, but current
water-quality monitoring efforts often require someone to visit each body of water and take
physical samples which are then transported back to a laboratory for analysis by either enzyme-
linked immunosorbent assay (ELISA) [8] and/or liquid chromatography tandem quadrupole
mass spectrometry (LC-MS/MS) [9]. These tests are expensive, ranging from $30-$80 per
sample. Moreover, these costs do not include sample collection and preparation, which can
dramatically increase the total cost, especially when sampling locations are remote or separated
by large distances. Also, these tests require specialized, often expensive equipment and

advanced training to perform, making it difficult for non-technical people, such as farmers, to
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monitor water bodies (e.g., farm ponds used to water livestock) that may not be otherwise
monitored.

For water quality monitoring applications involving toxins like MCLR, the target
concentrations are generally very small (less than 1 pg /1) on the other hand, these applications
require frequent and regular daily or weekly monitoring. The general principle for detecting
particles like proteins (toxins such as MCLR family are generally considered as protein-like
species) or DNA is affinity-based sensing where a capturing antibody is immobilized on a
metallic surface (usually gold) to capture the specific analyte in the sample.

Although various biosensing techniques like surface plasmon resonance [10] or quartz
crystal microbalance [11] can be employed for affinity probe-target binding, electrochemical
biosensors which utilize an electrical signal (voltage or current) to excite the interface are
considered superior options for making in-situ tests with reasonable accuracy and lower cost.
These systems consist of a bio-functionalized surface with the specific antibody that binds to
the target bio-molecule like a toxin in the sample, a transduction unit that translates the

chemical phenomena of binding to a quantifiable electrical signal and a read-out interface unit

() (b)

Fig. 1.1 (a) Algal blooms at lake Erie, the growth of Microcystin, October, 2011 [1], (b)
MCLR chemical structure [4]
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Fig. 1.2 General biosensor system for real-time in-situ measurements (the sample interface
is an example of toxin-antibody detection)

that amplifies the translated response and acquires the final data for processing. Fig. 1.2 shows
the general schematic for an electrochemical biosensor system. Currently, most of the research
on this subject is aiming to develop sensitive label-free test methods with decreased cost per
test by optimizing the transducers type, shape, size, and the bio-functional layer immobilization
process [12—15]. Moreover, these optimized transducers and functionalization methods, if
employed within a handheld simple to operate device, can facilitate frequent monitoring in the
field, which, in turn, dramatically reduces the time and cost required per test [16]. Thus,
research on the development of electronic handheld real-time and field-deployable biosensor
systems for water quality monitoring to interface with the electrochemical transducers is an
interesting research topic that addresses an ongoing real-life issue and serves the wellbeing of
humans and livestock. However, challenges are associated with the design of such real-time
biosensing systems, as very small target concentrations result in weak response signals. This
dissertation is mainly focused on utilizing electronic circuit methods to fill the gap of reading
small responses from the bio transducer with sufficient accuracy and sensitivity for the specific
case of monitoring the MCLR concentration in water resources.
1.2 Outline
The very small full-scale fractional changes with binding even with optimized

transducers for MCLR necessitates the development of sensitive read-out interfaces that can
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overcome the design challenges and achieve high dynamic range and low detection limit for a
field-deployment. This dissertation is approaching this problem step by step to find the most
suitable circuit method for the characterization of MCLR concentrations in the field.

Chapter 2 reviews some recent MCLR biosensors and the detection methods. Affinity-
based sensing methods provide a faster and cheaper solution; therefore, the most popular
measurement methods for affinity-based transducers are studied, and single frequency
impedance (capacitive) sensing is utilized for the biosensor design, and a high-level system
structure is given based on the explained design challenges.

Chapter 3 explains the capacitive transducer and principle of solution-electrode
interfacial capacitance. The electrode functionalization method and characterization that helps
to pick the operation frequency in the presented work are also introduced in Chapter 3.

In Chapter 4, we explore the best bridge model that is suitable for non-faradaic
capacitive measurement as well as the excitation and bias requirements, ways to alleviate drift,
nonspecific binding, noise, and other potential interferences. Utilizing a bridge with an
optimized structure for interfacial capacitance measurement, in this way, acts like a secondary
transducer that improves sensitivity and overall dynamic range of the biosensor. It is still very
important to design a proper readout interface for the amplification of the differential response
at the bridge output the details for the design of amplification unit compatible with differential
bridge interface is given in Chapter 5. For real-time implementation, it is also necessary to
develop a fast and low-cost data acquisition and signal processing method. The amplification,
data acquisition, and signal processing unit are designed with the total expected full-scale
fractional capacitance change and detection resolution (minimum detectable capacitive change

at the transducer corresponding to the minimum detectable MCLR concentration) requirements.
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The detailed approach and design trade-offs for the real-time data acquisition and
processing unit are presented in Chapters 6. These design details can also be used as a guideline
for designing any biosensor amplification and real-time signal acquisition unit. The
experimental setup and actual capacitance measurements with gold bio-functionalized

electrodes is demonstrated in Chapter 7 as proof of concept.
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CHAPTER 2. MEASUREMENT APPROACHES

2.1 Introduction

As mentioned in the previous chapter, detecting the safe limit of MCLR is crucial specifically
to prevent direct exposure of humans and animals to highly contaminated water resources. A
variety of lab-based methods form the expensive and accurate LC/MS [17-18] to the sensitive
ELISA [8], [19] have been used for detecting MCLR and reaching detection levels as low as
ng/l. Direct affinity-based immunosensors, however, are superior low-cost and label-free
alternatives for the expensive lab-based methods that localize the binding events on a solution-
electrode interface. Fig. 2.1 shows the general label-free detection at the interface of an
antibody functionalized metal electrode with a solution containing the related analyte. The
insulation layer on the electrode surface is to prevent reaction with other particles in the solution
and will be further discussed in the capacitive transducer section in Chapter 3. With the label-
free immunosensor the goal is to detect a change in the interface characteristic by binding. This
chapter will elaborate more on some recent affinity-based MCLR biosensors that offer cheaper
and faster detection suitable for field deployment. By discussing the pros and cons of these

works, the impedance biosensor concept and measurement techniques is picked as the desired

~—________ Solution —

\nal\ te

‘"""““‘I;T;;T RiT ;I I th; :‘I; Insulation

Electrode

Fig. 2.1 The principle of affinity-based label-free immunosensors, binding events occur at
the solution and functionalized electrode interface
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solution for the MCLR detection, by exploring the corresponding design challenges, finally, our
general proposed idea for the development of handheld MCLR biosensor is given in this
chapter.
2.2 Recent Affinity-Based MCLR Biosensors

Research on MCLR detection in recent years has been developed in a direction to make the
monitoring process faster, easier, and cheaper. In 2013, Shi et al. developed an automated online
optical biosensor for real-time monitoring of MCLR risk in drinking water [20]. The system
utilized an indirect competitive detection method, shown in Fig. 2.2, in which various samples
containing MCLR are premixed with a certain concentration of fluorescence-labeled anti-
MCLR-mAb. Next, this mixture flows through a chip with an immobilized MCLR capture
probe. The remaining labeled antibody now binds to the immobilized MCLR; after washing the
surface with buffer, a laser beam is turned on to produce the response fluorescence signal
incorporating the remaining labeled antibody that is binding to the capture probes. With this

method, samples with higher toxin concentration will produce a lower fluorescence signal.

ij\ O«— MCLR FIuorescence labeled MCLR antibody
0
38 3 forg %
220207 S50305¢

Regenerate
\JL O&é [P IWash with PBS

Fig. 2.2 Indirect competitive detection method using fluorescence label [20] (recreated)
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The quantified detection ranges for this biosensor, are 0.2 ug/l to 4 ug/l. Although the
proposed biosensor can be used in the field, the overall system is not cost-effective. For point-
of-care applications, in addition to the smaller size and lower cost, a simple structure with no
sample preparation is desirable. Not only do labels complicate the procedure, but it has also
been demonstrated that labels alter the binding characteristics of biomolecules, which is a major
concern, specifically for protein family [21].

For the case of label-free capacitive transduction, Loyprasert et al. developed a label-free
capacitive immunosensor with sensitivity for MCLR concentrations ranging from 1075 ug/1
to 10° pg/l [12]. The detection principle is based on immobilization of anti-MCLR-mAb
antibody on the surface of gold electrodes with silver nanoparticles added and coated by self-
assembled thiourea monolayers. The modification of the gold surface and the capacitances
representing the chemical layers on the electrode are shown in Fig. 2.3. The surface of the
electrode being blocked for charge transfer, and the overall electrode-solution interface is

modeled like a capacitance in series with a solution resistance. Utilizing a Potentiostat lab

\ VA ¥4

®
Q
|

Cmcir

— Conti—-MCLR

’Z
=N
T

T
0”2
N>
T

— Csam+ag

Fig. 2.3 Capacitive immunosensor developed by modifying the surface of gold electrode
with self-assembled monolayer, and MCLR antibody, each chemical layer at the gold
surface is represented by a capacitance in series with other layers [12] (recreated)
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instrument, the interface capacitance and solution resistance are extracted by a rather
complicated fitting algorithm. The capacitance decrease is measured with a flow injection setup
in [12] after the response signal reaches a stable state with each MCLR sample injection, the
electrode is refreshed chemically, and the next MCLR sample is injected. The obtained
capacitance change is effectively linear with the log-scale MCLR concentration utilizing
transducer with and without nano-gold particles. Although, this approach is label-free and less
costly while maintaining high sensitivity but the measurement approach is not simple for field-
deployment.

Another label-free optimized transduction approach that utilizes gold electrode modified
with polytyramine, gold nanoparticles for easy MCLR detection is reported in [22]. The
designed transducer reaches 0.01 pM MCLR concentration sensitivity at lower limit of
detection (LoD). But the liquid chromatography coupled to MS/MS detection is employed in
[22] for the measurement. This costly method requires lab-grade and complicated measurement
tools and of course not suitable for real-time field deployment. Development of an easy to
operate, low-cost, small size real-time field-deployable biosensor system for MCLR detection
is therefore still an open problem for researchers.

2.3 Non-Faradaic Electrochemical Impedance Measurements

Electrical biosensors are generally categorized into three groups, amperometric,
voltammetric and impedance biosensors [16, 21]. The amperometric and voltammetric sensing
methods are merely DC excited and based on the response signal type that s measured the sensor
is either amperometric or voltammetric [16]. The dynamic range and resolution of these sensors
are limited by the capability of the instrumentation to measure tiny current or voltage levels

occasionally in the presence of the transient ambient or electrode related drifts. Moreover, these
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types of measurements require the addition of electroactive species (redox) to the solution which
is an extra step that might also affect the natural binding efficiency [23]. Impedance biosensing,
on the other hand, involves a small amplitude AC excitation often accompanied by a DC bias,
where the ratio of the excitation voltage to the resultant current is measured. Impedance based
biosensors provide an attractive solution to developing inexpensive, portable, and easy-to-use
devices for monitoring cyanotoxins [16].

Impedance based biosensors translate an electrochemical change in the reactive
characteristic of an electrode-solution interface into a measurable electric signal [21]. A
primary design goal is to realize sensors that can achieve dynamic range and sensitivity that is
comparable to traditional analytical methods. Electrochemical impedance spectroscopy (EIS)
is a standard method, accomplished by exciting the transducer with a small AC voltage within
a range of frequencies and study the resultant current magnitude and phase shift with and
without target present, in this way the ratio of the voltage to current yields an impedance. By
fitting a model to the impedance spectrum, the transducer interface characteristics can be
interpreted as familiar electrical elements like capacitance and resistance. For real-time field
deployable applications however, single-frequency excitation is generally utilized for lower
cost and complexity [24], this method will be discussed in the following section.

Various measurement methods have been developed for label-free non-faradaic impedance
characterization that is simpler for field-deployment without the need for a redox probe in the
sample. These methods are also performed either with DC or AC excitation. The DC methods
mainly characterize the time constant of the electrode-solution by charging the interfacial

capacitance. AC methods characterize the interface impedance by exciting the interface with a
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small AC signal over some range of frequencies. These techniques are explored in the
following.

2.3.1 Step Measurement

Researchers utilize simple series RC model for non-faradaic impedance measurements, the
ability of an interface at polarized electrode-solution interface to store charge resembles a
capacitance, and the associated solution conductivity is represented by resistance in series [25-
26]. The reason for this series RC modeling and general interface models are explained with
more details in Chapter 3. The step method characterizes interfacial capacitance using DC
measurements.

For this measurement setup, three types of electrodes are required: the working electrode
(WE), that is coated with insulation and antibody and is generally an inert metal such as gold;
a reference electrode (Ref), which is generally Ag/AgCl with a well-defined DC voltage; and a

large platinum or gold counter electrode (CE) to collect the cell current. The counter electrode

+
Vin CA
- CE
_ Ref ~N
Viest o— x1 ?
WE
+
 Teest

ItestXRz x1 %
+ J7RZ

Fig. 2.4 Working principle of Potentiostat device, a control amplifier (CA) compares V;,,
and V.4, to have the voltage applied between refernce electrode (Ref) and working
electrode (WE) equal to the desired voltage V;,,. The flowing current (I;,.g; ) between WE
and counter electrode (CE) is measured using a resistor R,.
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surface area is typically much larger than the working electrode. A 50 mV step voltage (V;;,) is
applied between the working and reference electrodes and the resulting current (I;.g:) i
collected by the counter electrode. This principle is known as Potentiostat-type measurement
[27] and is shown in Fig. 2.4. The control amplifier (CA) is utilized to maintain the voltage
between the working and reference electrodes, V.4, equal to the applied signal V;,, [27].

The electrochemical cell current is flowing between the counter and working electrodes, and
the current-to-voltage conversion is carried out by the variable resistance, R,. The interface
capacitance, Cyy;, is charged by the application of the potential step with amplitude u, and the
cell time-dependent current, i;.¢:(t), decays with time after the excitation. The relationship

between the exponentially decaying cell current and C;;,; and solution resistance, R, is:

lrest(t) = Ru e (=t/Rs01Cint) 2.1)
sol
Equation (2.1) indicates that the natural logarithm of the cell current has a linear relationship

with the surface capacitance. This parameter can be extracted from current data by the least-
square fitting [26]. The quality of the acquired data in this method depends on the time constant
of the cell, R,;Cin¢, and very high sampling rates may be required to get sufficient samples
before the current decays to zero.

In [28, 29], the step method is used for characterizing the capacitive transducer for glucose
and Cholera toxin. Fig. 2.5 shows the experimental setup used in [28], which shows a flow
injection and lab-grade Potenstiostat along with a high-speed data acquisition unit (Keithley
575) that is required to acquire the current at Potentiostat output with sufficient accuracy. This
lab grade characterization with a very high sampling rate, small current at the output, and the
required complicated fitting algorithm are not favorable for low cost and simple real-time

implementation of data acquisition/processing of a field-deployable biosensor.
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Potentiosta

Modified Electrode

Injection

Fig. 2.5 Experimental setup for step measurement used in [28], other than the lab-grade
instrument Potentiostat for cell excitation, the very fast data acquisition unit, Keithley 575
is also required to sample the decaying cell current with very high speed, the samples are

stored in computer for the post-processing to extract the cell time constant.(recreated)

2.3.2 Electrochemical Impedance Spectroscopy (EIS)

Generally, EIS measurements include a sweep of frequency and obtain an impedance
spectrum. A small AC signal is applied between the working and reference electrodes, and the
resulting current is measured between the working and counter electrodes using the same setup
shown in Fig. 2.4 [13, 30-32]. In this method, the interface models described in the previous
section are used to fit the magnitude and phase of the measured impedance and to evaluate the
change in the corresponding model element with binding.

As an example, EIS has been used in [ 13] for measuring the nano-interdigitated capacitive
transducers on a polymer substrate. The interface impedance bode plots (magnitude and phase)
are obtained at varying electrolyte solution concentrations, these curves are helpful to pick the
suitable solution concentration and the frequency range where the interface capacitance in the
model for interface, is dominant for the designed transducer. Although the frequency sweep in
the EIS method is very useful for characterizing and fitting an interface model for different
transducers, it is not efficient for fast real-time measurements. A popular sub-division of EIS
measurements for the non-faradaic interface model is single frequency sine wave excitation

method [21], which is quicker and not very complicated for real-time implementation.
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2.3.3 Single-Frequency Sine Wave Excitation

A less cumbersome and low-cost method for non-faradaic, real-time interface capacitance
measurement is single-frequency sine wave excitation. In addition to being faster, single-
frequency AC excitation allows the transient response of the biosensor to be acquired, which
can be used to monitor the binding phenomena and extract other useful information such as the
association and dissociation coefficients [21, 24, 33-35]. The amplitude of the single-frequency
sine wave excitation signal should be small (typically less than 50 mV), so as not to damage
the recognition layer and avoid non-linear distortion due to any nonlinear current-voltage
relationships [24]. For single frequency measurements, it is vital to pick the frequency of
excitation within the range where C;,,; dominates the impedance spectrum. This frequency range
depends on the geometry and makeup of the electrode and also coating layers but is typically
less than 15 kHz [21].

Fig. 2.6 shows a general block diagram of a portable single frequency capacitive biosensor.
As shown in Fig. 2.6, a chemically functionalized metal (gold) electrode with redox reaction
blocking coating and a highly specific antibody, is immersed in a solution containing the target
analyte. Two electrodes are generally sufficient for this type of measurement, one as the

working electrode, with the chemical functionalization, and the second as the counter electrode.

Antibody Analyvte
Space Charge

Insulation
| [Response
) /\/
o ~ Snuru
N +  ammm—
<. ADC [~ Processor
iy Amplification Readout Data Acquisition and
R Transducer | l Processing

Fig. 2.6 General block diagram of a portable single frequency impedance biosensor, with
real-time response amplification and digitization
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The single-frequency excitation signal is applied between these two electrodes. The surface area
of the electrodes and the frequency of excitation are chosen in such a way that interfacial
capacitance at the working electrode in this path is dominant. An amplification unit in the read-
out interface system is required immediately after transduction, as well as a proceeding data
acquisition and processing unit for real-time operation.

Each segment of the general diagram in Fig. 2.6 can be implemented with various design
approaches that are based on the required detection conditions. Although, multiple methods
have been reported on the design of more sensitive affinity-based impedance transducers for
MCLR, for sensitive, accurate and low-cost sensing of MCLR with single frequency excitation
in real-time the proceeding blocks need careful design considering some main design challenges
that will be discussed in the following.

2.4 System Overview and Block Diagram

As discussed in the previous section, Loyprasert et al. used the step method for
measuring the performance of their transducer for MCLR, and they employed a benchtop lab-
grade Potentiostat instrument for readout process. A closer look at their reported results reveals
one significant challenge in developing a handheld device to replace their benchtop lab
equipment. The baseline transducer capacitance before the toxin injection in [12] is
3,380 nF/cm?, however, the total capacitance change reported for the entire practical range of
concentrations is only about 30 nF/cm?. This result means that the readout circuitry should be
able to effectively detect even a less than 1% fractional change in the transducer capacitance.
This challenge is associated not only with MCLR detection but also many biosensors with
applications in environmental monitoring and healthcare where concentrations of interest are

on the order of ug/l and less.

www.manaraa.com



16

This small fractional change at the same time brings about design challenges to obtain a high
dynamic range and lower detection limit. Additionally, non-faradaic label-free biosensors face
difficulty in real-time data analysis due to problems such as signal drift, non-specific binding
of non-target particles, and noise coming from both transducer and readout electronics. Various
electrochemical and circuit techniques can be utilized to reduce the effect of the
abovementioned issues and achieve sufficient accuracy while maintaining low cost in point-of-
care applications. For example, differential or dual-sensing (two sensors one with recognition
element and one without or two electrochemical cells one with and one without analyte) has
been introduced in the past to overcome the effect of non-specific binding and drifting response
caused by that [21, 24, 36-37]. A chemical approach to alleviating the non-specific binding of
proteins according to previously reported literature is bovine serum albumin (BSA) co-
immobilized in the recognition layer [24]. DC bias additional to AC applied to the transducer is
also said to be effective on reducing the drifting both by establishing a stable interfacial
capacitance and at the same time by controlling the leakage oxidation/reduction reaction
currents [38-42]. To overcome the challenge electronically, employing differential circuit
topologies and modern CMOS technology, reduces the effect of common-mode interferences
and noise.

Fig. 2.7 demonstrates the general system-level solution for read-out implementation for a

non-faradaic MCLR impedance biosensor proposed in this dissertation. Two primary antibody

Solution
PR ZEIRS

S —
LY SRR 3 nalyte | —_—
“““"“"’ﬁﬁm?.{?ﬁ&fmmﬁm
- Secondary
Sofiion Transducer

e 2% 00 R

g‘—/ —_—
Y * nalyte
Antibud:& ﬁf,?;ﬁ%};z :Y:m?lnstltaliun_

Fig. 2.7 Proposed fully differential structure for a simple impedance MCLR biosensor,
the process of designing each block will be given in the following chapters
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functionalized transducers such as the ones in Fig. 2.1 are employed in a differential scheme,
and a secondary transducer boosts the sensitivity utilizing the differential response from the
primary transducers. Having said that, the target concentrations are very small; an
amplification unit is added in the fully differential path to elevate response amplitude to
quantifiable levels. Employing the single frequency AC excitation gives the option to use a
narrow band pass filter to get rid of the out of band noise. A digitization and processing unit
proceeds the filtering so that the final detection result can be obtained directly in the field.
Each block in Fig. 2.7 requires specific considerations that are application-driven, and the
optimum design for each block is made regarding the target resolution and potential system
non-idealities. The following chapters describe the criteria for picking the design parameters
and structures of each block, from the transducer type and functionalization method, excitation
signals, frequency of operation, secondary transduction circuit to the amplification gain, and
common-mode rejection, filtering bandwidth and digitization setup. Many essential design
details are given to achieve a specified target dynamic range for a handheld simple to operate
biosensor with a very small fractional change in the transducer characteristic upon detection.
2.5 Conclusions
The affinity based impedance biosensor and single-frequency sine wave excitation
method, are promising solutions to overcome the challenges of designing a real-time cost-
effective and field-deployable MCLR biosensor. The optimized transducers from the literature
that are characterized by lab instruments, provide useful information about the design goals
and parameters to consider, like the total fractional change the transducer characteristics and
practically achievable detection resolution. To design a biosensor prototype that gets similar

results in accuracy and sensitivity compared to the recent MCLR literature we the structure
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shown in Fig. 2.7. The details regarding the design of each block in Fig 2.7 are given in
following chapters. The primary transducers design and the chemical functionalization are
explained in Chapter 3. Besides, the important system design factors like the electrode-solution

interface electrical model and the specific operation frequency for single-frequency excitation

are explored.
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CHAPTER 3. ELECTRODE AND DOUBLE LAYER CAPACITANCE

3.1 Introduction

Capacitive transduction is an affinity impedance biosensor and is based on the double
layer capacitance theory. This theory states that when a metal polarized electrode is immersed
in an electrolyte solution, as shown in Fig. 3.1(a), the charged particles (e.g., solvated ions
along with solvent molecules) become oriented towards and adsorbed onto the electrode
surface by electrostatic and thermal forces that counterbalance the charge on the electrode
surface. However, there is a distance of closest approach to the electrode surface shown in Fig.
3.1(a) with double arrows, called the Stern layer which is roughly as wide as the radius of an
ion plus the diameter of the solvent molecule [21, 24-25]. The distribution of non-adsorbed
solvated ions from the Stern layer in a 3-dimensional space, toward the bulk of the solution,
forms a so-called diffuse layer that can be seen in Fig. 3.1(a). The thickness of, and the total
charge contained within, the diffuse layer is dependent on the ionic strength of the solution and
the excitation potential of the electrode. A higher ionic concentration will lead to a more

compact diffuse layer, and a higher excitation potential leads to shorter diffuse distance.
If the polarized metal electrode is separated from the diffuse layer by a charge-free region,

it can be modeled by two serial capacitances, Cstern, and Cp;rp, which results from the Stern

layer and the diffuse layer, respectively, as shown in Fig. 3.1(a). The value of Cgiorp, 1S
dependent on the dielectric properties of the solution and thickness of the Stern layer, and is
therefore constant with respect to electrode DC bias and background concentration. The value

of Cp;ss, on the other hand, is dependent on the background concentration and the potential at

the Stern boundary with respect to the bulk solution potential [25].
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Immobilization of antibody on the insulation coated electrode surface (to mitigate chemical
redox reactions) adds series capacitances, Cantipoay and Cpns, in series with the Stern layer
capacitance, shown in Fig. 3.1(b). Later binding of the analyte to the immobilized antibody,
alters the value of Cgptipoay» and pushes the Stern layer further toward the bulk solution, if the
makeup of the electrode is such that Cyptipoay, 1S the smallest, and therefore dominant,
interfacial capacitance, the transducer becomes sensitive to binding, shown in Fig. 3.1(c).
Binding of the antibody with the analyte, in this case, will appear as a change in the interfacial
capacitance that is the primary mechanism of detection in capacitive affinity biosensors [25].

3.2 The electrical Model of The Interface
The theory of double-layer capacitance is utilized for affinity-based impedance
biosensor measurements within two categories; Faradaic and non-Faradaic [21]. Faradaic

impedance biosensors are based on charge transfer from, and to, the electrode, i.e. redox

Ins 1 Cs:.m. Clns 1 CStern
=—AHHHH- (b) = —H~ (c)
Antiboy  Cifr C Antiboy+AnatytCisr

@ Solvent Molecule * Solvated Cation a Solvated Anion == Antibody 4 Analyte

Fig. 3.1 (a) Double layer model at charged bare electrode-solution interface,(b) the coated

electrode with antibody and solution interface with the associated capacitances model, (c)

relocation of stern and diffuse layers and modified interface capacitance e with antibody-
analyte binding
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reactions between the solution and working electrode surface. In this process, a metal working
electrode (not covered with insulation) coated with antibody is immersed into an electrolyte
solution containing electroactive redox species and analyte, and the electrode is then excited
with both AC and DC voltages. A reference electrode with a well-defined DC voltage is also
immersed into the solution so that by adjusting the DC bias on the metal working electrode,
with respect to the reference electrode, sufficient energy is provided for oxidation and
reduction reactions to take place at the working electrode surface.

To account for the interactions of the redox probe with the working electrode in a Faradaic
process, the interface is modeled as shown in Fig. 3.2 (a). The R, represents the charge transfer
resistance at the interface. Zyy, is an impedance accounting for the finite diffusivity of redox in
the solution, Cj,., is the equivalent interface capacitance (including Cstern, Cpifr and Contipoay)
and Rg,;, represents the ionic strength of the solution. As analyte or target molecules bind to the
immobilized antibody, the chances of the redox probe reacting with the working electrode
surface are hindered. As a result, the charge transfer resistance, R, increases while Cj,;,
decreases. The higher the concentration of the analyte, the larger the increase in R.;. Zy, is an
impedance with a constant 45° phase shift across all frequencies, the absolute value of this
impedance is, however, proportional to the reciprocal of the square root of frequency as well as
a coefficient that depends on the concentration of redox species and their diffusivity in the
solution [25].

The component, C;,,; in Fig. 3.2(a), is used for fitting the impedance spectrum, is not modeled
as a pure capacitance. Chemical inhomogeneities and adsorption of ions are the major causes
of the interface capacitance often having a phase shift of less than 90° [21]. This effect is

modeled with a “constant phase element” instead of a pure capacitance, the impedance of the
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constant phase element is formulated as 1/(jwC;,)™, w, is the angular frequency in rad/sec
and m is an ideality factor ranging between 0 and 1 [25].

Faradaic biosensors, although reported to produce stronger signals upon detection [24], are
less favorable for real-time point of care applications first because they require the addition of
redox to the sample, and second, some reports compare Faradaic results to ELISA sensing
methods, and show that the use of redox couple in the solution affects the sensing layer and
decreases the binding yield [23].

For the non-faradaic capacitive method, the working electrode and solution interface mainly
behaves like a capacitance. The working electrode surface is blocked with a thin insulative layer
to prevent any faradaic reaction with the electrode before the antibody is immobilized, the non-
faradaic interface model is shown in Fig. 3.2(b). By blocking the electrode surface and absence
of redox couple, the interface for the non-faradaic capacitive transducer is simply modeled as a
series of surface capacitance, Cj,;, and solution resistance R,;. The resistance, Rjqy, 18

indicative of the surface block layer resistance and typically has a very high value on the order

C int C int
/. /.
l{sol \< l{sol \<
—WW— — —W— —
——_1]— —\N—
Rct Zw Rleak

() (b)

Fig. 3.2 (a) Faradaic interface model; the R, represents the charge transfer resistance at
the interface. Zy, is an impedance accounting for the finite diffusivity of redox in the
solution, Cyy, is the equivalent interface capacitance (including Csierrn, Cpify and
Cantiboay) and R, represents the ionic strength of the solution , (b) non-faradaic
capacitive transducer is simply modeled as series of surface capacitance, C;y,;, and
solution resistance Rg,;, the resistance, R, is indicative of the surface block layer
resistance
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of GQ [21, 24]. The binding recognition element in the model, in this case, is mainly the Cj;,
that decreases with binding of analyte to antibody, the electrodes that are chemically modified
for non-faradaic measurements, are generally referred to as capacitive transducers.
3.3 Description of the Electrode
The discussed non-faradaic method with capacitive transducers is employed for MCLR
biosensor in this work. Patterned gold electrodes, shown in Fig. 3.3(a), are purchased from
Pine research instrumentation for experimental validation. Each sensor chip contains a circular
working gold electrode with 2 mm diameter, a large gold counter electrode, and a reference
electrode. The gold metal is widely used for capacitive transducers because it is an inert metal,
and various surface chemistries can be applied to the gold surface for antibody or other probe
immobilization [39]. The working electrode and the counter electrode are used in the
experimental process, but the on-chip reference electrode is left floating, and an external
Ag/AgCl reference electrode is used.
The chemical surface functionalization is carried out at the lowa state university chemistry

department Fig. 3.3(b) shows the chemical functionalization steps of the working electrode.
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Fig. 3.3 (a) Gold patterned electrodes, (b) Functionalization steps, (c) Cyclic voltammetry
test after each functionalization step
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The first chemical layer on the gold surface is made by incubating the electrode overnight in
11-MUA_(11- Mercaptoundecanoic acid) solution that forms the self-assembled monolayer
(SAM) a compact layer blocking the gold surface from charge transfer reactions with the outer
solution. Next, the EDC-NHHS (EDC: I-ethyl-3-[3-dimethylaminopropyl]carbodiimide,

NHHS: N-hydroxysuccinimide) is applied as a linker between 11-MUA thiol groups to

covalently bound the immobilized MCLR antibody (MC-LR mAb) to the SAM layer at the
final step. At later stages of the project, the first step of the electrode functionalization is
modified, and the 11-MUA:_11- Mercaptoundecanoic acid is replaced with Thioglycolic acid
(TGA, HS—CH2—-COOH) for better stability and less drift [41]. Another chemical step is also
added after the antibody immobilization, which is immersing the functional transducer for an
hour in the BSA solution to reduce the potential non-specific binding effect during the actual
experiment.

One crucial design specification to be verified for the transducer is the quality of the
surface blocking layer and the least leakage which means a very high leakage resistance to
avoid faradaic currents and drift. This can be validated using a cyclic voltammetry (CV) test
by immersing the functionalized transducer in the buffer solution (Phosphate Buffer Saline
(PBS)) containing the redox probe. For the CV test, a cyclic voltage ramp is applied between
working and reference electrodes, using the Potentiostat device and with the step measurement

method setup, and cell current is measured between working and counter electrodes. The
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Fig. 3.4 (a) Magnitude and (b) negative phase spectrum for buffer (PBS) and 0. 1pg/l MCLR

sample concentration obtained with EIS sweep taken every 7 minutes

measured current plotted against the applied voltage at each functionalization step is shown in

Fig. 3.3(c). The peaking in the current decreases at each stage, indicating a considerable

interface leakage resistance (M(}) after the final step. The CV test is carried out once utilizing

the lab grade Potentiostat to characterize the functional layer at the working electrode surface.

Single-frequency AC excitation impedance measurement method is the target of the

design in this work; therefore, a proper operation frequency needs to be picked by
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characterizing the functional electrode-solution interface impedance with EIS. A Potentiostat
is used again for obtaining the interface impedance spectrum across a range of frequencies
swept from sub-Hz to 100 kHz. Several impedance spectrums were obtained for a series of
MCLR samples with concentrations: 0.01pg/1,0.1pg/l, 1pg/1 and 10pg/1, Fig. 3.4 and Fig.
3.5 show the results of these measurements. The proper frequency of operation for a capacitive
transducer lies in the range of impedance spectrum where the capacitance element at the
interface is dominant. This range can be found by observing the bode plots for the range where
the phase shift is roughly 90°. The results in Fig. 3.4 shows that for our capacitive transducer,
this range is approximately from 0 to 4 kHz, at lower frequencies, the capacitance is more
stable with lower drifting, but considering the real-time application and sampling rate
limitations, the frequency of operation is fixed to roughly 1 kHz. Fig. 3.5 shows that for lower
MCLR concentrations, the transducer requires a longer time to show a trackable change with
respect to baseline capacitance obtained in the buffer, this time is approximately 10 minutes
for the lowest tested MCLR concentration (0.01pg/1). Fig. 3.5 also shows that the transducer
is capable of detecting the varying MCLR concentrations with distinct capacitance levels at
each step. The EIS characterization helps the design of the proceeding units of the biosensor,
specifically for the critical parameter operation frequency.
3.4 Conclusions

The series RC, interface model for non-faradaic measurement of a capacitive transducer is
adopted for the design in this work. The primary transducers are gold patterned electrodes
modified with SAM, cross linker and MCLR antibody. The transducers are characterized with
CV and EIS tests to verify the quality of the chemical surface block with the least potential

pinholes, and for obtaining the range of frequencies that the interface recognition capacitance
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is dominant in the model. After characterizing the transducer for sensitivity and operational
frequency range, a secondary transduction is proposed in this work that incorporates two
functional transducers within a “bridge” scheme for differential measurement. The design

approach and proposed bridge structure is given in Chapter 4.
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CHAPTER 4. BRIDGE STRUCTURE FOR INTERFACIAL
CAPACITANCE MEASUREMENTS

4.1 Introduction

When tracking a 1% full-scale change in the interface capacitance, noise, non-specific
binding, and drift are among the primary obstacles against achieving lower detection limits for
real-time measurements [12, 21, 24, 38]. Sensitive capacitance measurement methods like EIS
[21, 32] that was discussed in Chapter 2, although popular for the electrochemical solution-
electrode capacitance measurement, are complicated and the ability of these frequency sweep
methods for tiny fractional change in the capacitance with interference from the environment
like noise, etc., is not quite clear. Considering the simple implementation and field-deployment
for capacitance measurement, the commercially available capacitance to digital (C2D)
converter ICs are good options like work presented in [43] for the detection of cancer
biomarkers. But this readily available C2D ICs, operate over certain range of full-scale
capacitance that is not always compatible with the absolute capacitance value of some of the
electrochemical capacitive electrode transducers. Macro-electrodes that have tens to hundreds
of nF capacitance range like the ones introduced in [12] are not in the range of commercial
C2Ds. Therefore, the C2Ds cannot always be used to interface with any random capacitive
transducer made for particular application.

Other than the abovementioned methods, sensitive secondary transduction with circuit
techniques can be utilized for sensitivity enhancement and overcoming the issues like noise,
drift, etc... This chapter focuses on the development of such a secondary transducer employing

bridge structure. Here it is shown that the previously reported works on bridge systems for
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measuring an unknown actual capacitance or capacitances of a medium do not work for the
particular case of electrochemical solution-electrode capacitance.

Other than compatibility with interfacial capacitance requirements, a differential bridge
employing two transducers in the bridge opposite legs is proposed here that leads to higher
sensitivity and better common-mode noise suppression. The quality of the bridge balancing is
very important considering that the bridge is tracking the tiny response signal related to roughly
less than couple of percent fractional changes of the capacitive transducers. The bridge
structure is analyzed in detail in this chapter, and the effect of an initial imbalance on the
dynamic range and minimum detectable capacitance change is characterized.

The proposed bridge structure is both DC and AC excited, and the interface is modeled
with series RC components; the other networks in the bridge are also designed in such a way
that the bridge can be both AC and DC balanced. The response signal at the bridge output is a
differential sinusoid, and in the ideal case, the response is zero at the initial balance and any
change in the response sinusoidal amplitude and differential phase w.r.t. the excitation source
represents a change in the interface impedance. In other words, the acquired data at the bridge
output is a complex voltage signal. An analysis of the proposed bridge structure relates the
capacitance and resistance change at the interface to the amplitude and differential phase or
the real and imaginary parts of the acquired response, with simple algebraic equations. This is
a significant advantage for the field deployment because no complex data fitting algorithm is
required to extract the capacitive change from the response.

The proposed bridge with fully digital balancing network structures and straight
forward balancing algorithm that can be carried out by a simple microcontroller is implemented

with all practical implementation detail and guidelines here. The main design specification is
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considered an 8-bit detection resolution within a full-scale capacitance change of roughly 1%.
The setup for actual experiments and proper placement of the electrodes in the bridge are
shown in this chapter, and the effectiveness of the provided configurable DC bias paths for the
transducers in drift rate control is experimentally verified. The capacitance measurement
reliability is verified after a custom amplification and filtering readout board proceeded by a
data acquisition and processing unit employing a simple microcontroller that is interfaced with
the bridge. The details for the readout design and capacitance detection with the 8-bit resolution
are given in the following chapters.
4.2 Capacitive Bridge Systems

Bridge structures for characterizing unknown impedances can be used as simple
secondary transducers before signal amplification leading to higher sensitivity. As previously
discussed in Chapter 3, solution-electrode capacitive-based functional transducers, using label-
free non-faradaic measurements, are modeled with a series RC circuit model. The impedance
of an unknown RC circuit (Cy and Ry in Fig. 4.1) is classically characterized using either a
Schering Bridge, Fig. 4.1(a), or a Wien Bridge, Fig. 4.1(b), with the simple balance condition

equations shown at the center of each bridge [44, 45]. Unfortunately, these bridge circuits are

(b)

Fig. 4.2 Two common bridge circuits for characterizing the impedance of an unknown RC
circuit with the balancing condition equations, (a) the Schering Bridge and (b) the Wien Bridge.
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so-called AC bridges, utilizing only AC excitation signals, but the interfacial capacitive

electrodes require a stable DC bias voltage as well.

While a DC bias voltage could be applied to the unknown impedance by super-
imposing a DC offset onto the AC excitation signal, V;,,, the presence of the series capacitors
(C;and C,) makes balancing the DC voltages at nodes V,, and V/;, impossible. Mismatch in the
DC voltages at nodes 1, and V;, means that the bridge structure is not symmetrical around
nodes I/, and V. In this case, other than potential drift of the unequally biased transducers,
given the high proceeding differential gain of the readout circuit, a large amount of common-
mode to differential conversion will take place in the response path. The common-mode to
differential conversion reduces the overall sensitivity of the sensor and makes the balancing
cumbersome.

Other than the classical Schering and Wien bridges, bridge circuit based impedance
systems for characterizing the capacitance of a medium are reported in [46-49]. These systems
are useful in certain applications, but for electrode-solution interfacial capacitance sensing,
some specific modifications are required to make them suitable. One of the major drawbacks
of these systems is that they are solely AC driven, but electrochemical capacitive electrodes
need to be biased for capacitance establishing. This electrode bias in interfacial capacitance
sensing can be used to partially control the real-time DC drift caused by the faradaic leakage
currents. Therefore a bridge with both configurable AC and DC excitation is required for the
specified applications.

These sensors need to be excited with a very small signal amplitude (less than 50 mV)

to avoid non-linear response and damage to the chemical layer on the surface [21, 24]. The
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structures in [46] are excited with very large sinusoidal amplitudes. Therefore the sensitivity
of these systems for a full-scale fractional capacitance change of 1% is unclear. The bridge
architectures reported in [47-49] do not offer solutions to reduce the common-mode
interference effects like noise and non-specific binding. Since with the electrochemical
capacitive biosensors, a change in capacitance is the goal of detection rather than accurately
measuring the medium under test, the effect of possible initial bridge imbalance on the
response linearity should be characterized. These issues and the method for the design of a
suitable bridge structure for electrochemical solution-electrode interfacial capacitance sensing
to be used along with a discrete real-time amplification readout has not been addressed yet.
4.3 Proposed Ideal Series RC Bridge Model and Design

A bridge structure that can overcome the problems associated with the previously
reported capacitive bridges and compatible with the solution-electrode based capacitive
transducers, can act as secondary transduction before the readout circuitry. Considering the

expected very small fractional transducer impedance change sensitivity is one main design
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Fig. 4.3 General block diagram of a differential bridge structure for solution-electrode
interfacial capacitance sensing
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target for such structure. Differential bridge structure like the one shown in Fig. 4.2 can
increase the sensitivity if the impedance of both functional transducers, Z; y;, and Zg py,
change in the same direction. Moreover, all deterministic and common mode interferences
stemming from the solution, or electrode, will be canceled at the output. For capacitive
measurements, at the solution-electrode interface, a small AC signal is required for impedance
sensing, and a specific DC bias is also necessary for establishing the nominal interface
capacitance as well as controlling faradic drift. Therefore, Fig. 4.2 needs to be modified with
circuit elements considering the above requirements and proper interface model at the
frequency of measurement.

The equivalent model in Fig. 3.2(b) at a capacitive dominant frequency, can replace
Zerup and Zg; py blocks in the bridge. With the series, RC part in the interface model, an AC
path for the signal is provided. Considering that the large parallel, R;.4;, forms a DC bias path
in the bridge, an extra arrangement is required for the DC bias balancing because the R
value for each individual transducer is different and depends on the chemical surface coating.
To make an independent balancing scheme for the AC and DC signals, the blocks Zj, ;,, and
Zp pn» should be adjusted accordingly so that they both provide a balanced AC and DC signal
to the electrode and toward ground.

The proposed differential bridge with a series RC interface model for the transducers,
AC, and DC balancing paths is shown in Fig. 4.3. The resistors, R, are responsible for setting
the DC bias and should be at least ten times larger than the magnitude of the transducer’s
impedance at the measurement frequency. The maximum value of R is limited by the amount
of Rjeqk> R4 should be several orders of magnitude smaller than R;.,;. A fine-tune variable

resistor potentiometer can be included in series with one of the R;’s to compensate for
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occasional mismatch. The AC balancing path is formed by the series resistors and capacitors
balancing Ry yp, Cpup and Ry pn, Cppy -
For balanced AC output atV, and Vj, the values of Ry, yp, Cpyp and Ry pp, Cppn

should be matched to Ry yp, Cerup and Rey pny Cer,pn» respectively. The value of the DC path

resistors R, needs to be set much higher than \/ RZ yp + (1/CZ, y,®?) but much smaller than

the corresponding R4 to avoid both loading the AC signal path and electrode impedance.
The response data at the bridge differential output of Fig. 4.3 is the magnitude and
differential phase of V, — V,. Analysis of the bridge output magnitude and phase transfer
function would make it feasible to relate the transducer capacitance change to either of the
response magnitude and phase, with simple algebra rather than complicated data fitting
approaches. Equations (4.1)-(4.3) show the ideal balancing condition for series RC bridge and
(4.4) and (4.5) show the transfer function for the bridge differential output magnitude and

phase for the case of initially matched impedances with only transducer capacitances changing,
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Fig. 4.4 The proposed block diagram of series RC bridge based on the non-faradaic model
for solution-electrode interface, with two differentially placed transducers, AC balancing
networks and DC biasing path
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i.e. Ceyp = Coppn = Ce +A4Co, Cpuyp = Chpn =Coq and  Repyp = Reypn = Rpup =
Ry pn = Rer-

Cel,UpCel,Dn = Cb,UpCb,Dn 4.1)

Rel,UpRel,Dn = Rb,Upr,Dn 4.2)

RpupCoup + Ro.onChon = Ret,upCetup + Ret,pnCerpn (4.3)

Equation (4.4) shows that with the change in the capacitance of the transducer 4C,; and
fixed R,; the bridge output magnitude will change linearly with AC,;. The bridge output
differential phase with respect to source ideally remains unchanged with small fractional
capacitive change AC,;/C,;. This bridge output transfer function behavior with capacitive
change can be used in the practical experiment, to relate the collected voltage data at the bridge

output to the transducer’s mere capacitive change with binding.

|Acel|

T|VAC|
Vo =Vl = —— (4.4)
/1+w2R§lc§l
L(l/a — Vb) = — atan(a)RelCel) - LVAC (45)

Considering (4.4), it can be observed that if w?RZ% CZ <« 1, the sensitivity of the
magnitude to the capacitance (slope) will be higher. Therefore, the makeup of the electrode
and the solution conductivity directly affect the response sensitivity. The frequency of
excitation and size of the electrode effective surface, in this case, should be picked so that
R, K 1/wC,.

Apart from the ideal case, unfortunately, perfect balancing, |V, — V},| = 0, of the bridge
in Fig. 4.3 with discrete resistors and capacitors in the balancing networks, is not always
possible mainly due to the finite resolution of the tuning arrays (Ry, y» Rp pn» Cp,up» and Cp py)
and signal real-time drift. If the signal change rate at the output of the bridge is much faster

than the signal drift rate while balancing and actual binding, the drift effect will be minor on
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the measurement resolution. But, limitations in the implementation of balancing networks will
cause some level of initial imbalance in the bridge that leads to certain performance
degradation in dynamic range and detection resolution. The required resolution for the
balancing arrays and the bridge's initial imbalance threshold, however, can be decided for
specific performance metrics by deriving the bridge transfer function in the presence of
mismatches. This analysis will help to determine the resolution of the balancing arrays, and
based on the absolute value of the interface impedance, give a rough estimate of the achievable

detection resolution.

4.4 Balancing and Mismatch Analysis

Although the ideal transfer functions in (4.4) and (4.5), show a simple relationship

between the response magnitude and phase and the fractional capacitance change of the

Y), in practice achieving a perfect ideal balance at the bridge output is not likely

AC
transducer ( - £

el

due to limited balancing array resolution and drift. The drift rate for the case of non-faradaic
capacitive transducers can be controlled by applying a DC bias to the electrode that reduces
the potential faradaic leakage currents from the electrode surface. Theoretically, if there is a
zero voltage gradient between the electrode and solution, there will be no charge flow from the
electrode surface toward the solution. Therefore, in the proposed setup, the solution is also
biased at the same DC voltage value that the bio-functional electrode is excited for the drift
control. With the proper drift control, the primary non-ideal bridge performance is caused by
the balancing array limitations.

Capacitive or resistive mismatches might affect the target measurement dynamic range,
sensitivity and/or linearity, which will be shown in this section by deriving the non-ideal bridge

transfer functions in the presence of a mismatch. But this non-ideal effect can be controlled by
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picking the array resolution in such a way that the initial imbalance does not affect the final
performance. This means that mainly the quality of balancing will determine the final
achievable detection resolution and dynamic range, using a bridge. Analyzing the response
transfer functions with a non-perfect balanced bridge, in this case, is necessary for extracting
the capacitance change data in the practical experiment.

The bridge's initial capacitive or resistive mismatch will introduce a decrease in the
dynamic range of the bridge output with the target capacitive change or non-linearity in lower
detection limits, respectively. These effects are explored theoretically in the following.

4.4.1 Capacitive Mismatch

Eq. (4.6), (4.7) show the non-ideal bridge magnitude and phase transfer functions with
merely a capacitance mismatch and all matched impedances while the electrode capacitances

Change le Cel,Up = el,Dn = Cel +ACel’ Cb,Up = Cel + AC, Cb,Dn = Lg; and Rel,Up =

— — — Acel
Rel,Dn - Rb,Up - Rb,Dn - Rela C_ < 1.

el

|lace-5]
e Vacl
Vo = V| ® ——— (4.6)
/1+w2R§lc§l
2(Vy = Vp) = —atan(wRe, Cor) — £V 4¢ (4.7)

Considering the balanced bridge except for a mismatch in capacitance Cp, y,, by an
amount AC, Fig. 4.4 shows the ideal case (black) and the transfer function of the bridge output
magnitude in the presence of an initial capacitive mismatch. The phase transfer function is not
shown here because it remains the same with a capacitive mismatch and not a function of the
transducer's fractional capacitance change. The typical resistance and capacitance values

utilized for this simulation are C,; = 300 nF, R,; = 200 2 and w = 2w X 1000 rad/s. The

full scale (FS) fractional capacitance change for the simulation in Fig. 4.4 is considered % =

el
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1%, and nominal resolution lines (1, 2 and 3 bits) for an 8-bit dynamic range (DR) are drawn

for clarity, the studied mismatch levels are ?_c = +1% . With the capacitive mismatch, the

el

approximate magnitude of the bridge output in (4.6) still changes linearly with a horizontal
shift. If the expected electrode capacitance change and the mismatch are in opposing directions
(red), the dynamic range will shrink. The resolution lines are shown in Fig. 4.4 indicate that

for the example of 1% full-scale transducer capacitance change, if the mismatch is on the same

ACg

order of magnitude, for higher values of —=, data would be lost due to saturation, despite the

el

linear fashion of the response.
By implementing the balancing capacitance array, in fine and coarse sets and binary

waited so that the resolution of the fine capacitance array is equal or smaller than target
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Fig. 4.5 The series RC bridge output magnitude |V, — V},|, vs fractional capacitance
ACy

Cel

change
AC

, for an initially perfectly balanced bridge except for capacitive mismatch of

= 0, £1%, leads to shrinking of DR. Numerical simulations are plotted with lines on

el

top of markers that plotted using the approximate equations.
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detection resolution, the capacitive mismatch effect can be hindered. Important points should
be considered for the capacitance array design. By utilizing NPO/COG grade capacitors, the
absolute value of the capacitances in the array will be more stable. With the discrete
implementation of the bridge using macro-electrodes, the minimum achievable capacitance
resolution is on the order of several pF. Therefore, this method is applicable for absolute
electrode capacitance on the order of tens of nF and higher. While the condition R,; <
1/wC,leads to better sensitivity for transducer’s capacitive change, at the same time makes
the initial balancing more sensitive to capacitive mismatches.

4.4.2 Resistive Mismatch

The capacitive mismatch mainly shifted the magnitude transfer function horizontally
without any effect on the phase transfer function for small fractional change in transducer
capacitance. Resistive mismatch, however, affects both the bridge magnitude and phase
transfer functions. Transfer functions of the bridge output in the presence of resistive mismatch
are shown in equations (4.8)-(4.9), where,Ce; yp = Cerpn = Cer + ACe1, Cpyp = Cppn = Cey

ACel

and Rb Up — Rel +AR Rel Up — Rean - RbDn - Rela Col <1

2 2
(1+w?RY, Czl)( el w24R%CZ;

Vo —Vpl =

) Vacl (4.8)

4(1+w2R%,C2) +ARw?C? (AR+w2R2 C2/(AR+4R,))

WRAC,;—0.5wARC, WCpi(4Rp+4R
2V, — V) ~ atan el el —<¢L—) —atan e el ) — £V (4.9)
(4Cqi/C ;) +0.5w2CE R AR w2CERei(2Re)+AR ) -2

Fig. 4.5 shows the magnitude and phase of V, — V},, with a resistively mismatched

bridge, the values of the components are the same as ones used for simulations in Fig. 4.4. The

full scale (FS) fractional capacitance change for the simulation in Fig. 4.5 is considered e _

el

1%, and nominal resolution lines (1, 2 and 3 bits) for an 8-bit dynamic range (DR) are drawn
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Fig. 4.6 The series RC bridge magnitude response |V, — V},|, vs fractional capacitance
ACg

Cel

change

A ) ) ) ) )
I 0,1 and 2%, leads to nonlinearity and worse detection resolution. Numerical

el

simulations are plotted with lines on top of markers that plotted using the approximate
equations.

, for an initially perfectly balanced bridge except for resistive mismatch of

for clarity, the studied resistive mismatch levels are Q—R = +1%, for an initially perfect

el

balanced bridge. It is apparent from (4.8) that resistive mismatch causes nonlinearity in the

bridge output voltage magnitude. Looking at the normalized magnitude plot in Fig. 4.5, this

: : : . . . o AC
non-linearity manifests itself mainly at lower detection limits (i.e., at smaller C—el ).
el

Nonlinearity gets stronger if the capacitive reactance of the electrode (i.e., |1/wCy;]) is not
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significantly larger than the solution resistance, R,;. As the magnitude data get non-linear with
a resistive mismatch, the phase of the bridge output changes more linearly with AC,,; for lower
detection limits as shown in Fig. 4.5 for the blue and red curves.

This is specifically important to notice that at the range of capacitance change where
magnitude goes non-linear, phase data can be used, leading to higher sensitivity and dynamic
range. Additionally, with known expected fractional capacitance change and the required
minimum resolution, minimum balancing resistance to keep the dynamic range at the linear
portion of the magnitude plot can be determined using (4.8). Given the absolute value of the
solution resistance, such adjustment might not be feasible, specifically for cases when R,; is
on the order of hundreds of (), where the ON-resistance of switches in the array can affect the
balancing resolution. This challenge can be addressed by designing the resistive balancing
array in fine- and coarse-tuning sets. In this way, the fine-tuning array has the minimum
practical resolution, and the phase data is used along with the magnitude for the case of non-
linear response because of resistive mismatch.

4.4.3 Balancing

Given the analysis of non-ideal balancing effects on the response, the balancing method
and final capacitance change extraction method needs to be thought of carefully. With the
expected very small fractional capacitance change, the amplification readout interface
following the bridge needs to provide a high differential gain to achieve a wide dynamic range
on the quantifiable response. The fully differential scheme proposed for the design in this work
can lead to the common-mode to differential conversion issue if the impedance matching for
balancing is not carried out correctly. To avoid the common-mode to differential conversion

problem, the overall impedance on the positive bridge end (V) should be matched to the total

www.manaraa.com



42

impedance connected to the negative end (V}), in other words, Z}, ;;;,, should be matched to

Zeyup and Zjp pp 10 Zgy py, TESpEctively.

With the two-unknown impedance in the bridge legs, a two-step balancing algorithm

where the bridge is balanced for the unknown electrode impedances one after the other is

simpler (e.g., first Ry pp, and C, py, are set equal to Ry py and Ce py, then Ry, i, and Gy, are

set equal to Ry yp and G,y yp). In the two-step method first, one of the electrodes is replaced

with a known series RC impedance (R; and C;) and after the bridge is balanced with the

balancing algorithm shown in Fig. 4.6, then the second electrode is placed back, and the bridge

is rebalanced using the same method. In this way, first R}, p,, and Cj, p,, are set equal to Re; pn

and Cgpp then Ry, y, and G, yp, are set equal to Ry yp and Coy yp.

Attach an electrode chip to the Z; p,,

}

Attach a known series R; and Cy, to Z yp

}

Match Ry, yp and Cpyp to Ry and C.

Linear coarse sweep the C, p,, at 8 points
(one bit at a time)

Find the segment that gives the largest A¢

Make coarse binary search in the
Cp,pn segment for to fix the coarse
capacitance resulting in largest A¢

Linear coarse sweep the R}, p, at 8 points
(add up coarse resistances consecutively)

Find the coarse R, py, that gives the
smallest magnitude

Make fine binary search around the

!

Set Cppn + coarse unit Cp py,

|

Is the magnitude No
decreasing in
either direction?

Yes l

Linear coarse sweep the Cp, p,, in the
decreasing magnitude direction at the
same segment to find the coarse Cj, p,,

that gives the smallest magnitude

|

—
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Is the magnitude No
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either direction?

Yes 1
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— decreasing magnitude direction to
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Fig. 4.7 Balancing algorithm
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4.4.4 Capacitance Data Extraction

Once the bridge is balanced with the algorithm shown in Fig. 4.6, the common mode
to differential conversion effect on the bridge response will be removed. A simple and accurate
algebraic relationship using the balanced bridge transfer functions, the changing capacitance
and possible change in resistance can be extracted from the collected V, — V}, magnitude and
phase data. The algebraic operations can be easily carried out by the same microcontroller that
performs the balancing and sine fitting tasks. Assuming the bridge is initially balanced with
the known impedances Z, y, = Z,yyp and Zp, pn = Z¢pn » and considering any change in the
transducer impedances will be represented by an effective resistance and capacitance change
(4R,; and AC,;) on one of the electrodes, the approximate transfer functions (4.10) and (4.11)

can be derived.

2 2
Cb,Dn(‘J 2, 1 2
c R2 el™ p2 c2 ACel
Va_Vb| 1 Zb,Dn I ~ °“bUp b,Dn b,Dn"~b,Dn (4 10)
=~ 5 .
Vac Zpu Ch,pn Rpy 2 Cp,up
? a+>7P RbDn)ZCb'Upw2+1/R12; (1+CbDn)
, ,Dn ’
(1+Cb'Up)
Ch,Dn ~ ACey

z
tan [2(V, = V) — LVye — 2 (¢) —atan (
Zb,Up+Zb,Dn

(4.11)

Cb,Upw(Rb,Up"'Rb,Dn) Cl?,Dn("ARel

(4.10) and (4.11) are drawn with the approximations considering ACC”

K1 and% < 1.

el el

All the parameters except AR,; and AC,; are known in (4.10) and (4.11), by replacing
AR,; with its equivalent peer which is a linear function of AC,;, using the phase data from
(4.11), into (4.10), AC,; can be easily extracted. Any initial imbalance level in the bridge in
this way will cumulatively appear on the computed 4AR,; and AC,;, therefore by characterizing
the bridge's initial balance point, this error can be calibrated out from the extracted values for
capacitance and resistance. Another similar approach is to use the response of the real (Re) and

imaginary (Im) parts to derive algebraic linear relationships directly with AR,; and AC,;, shown
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in (4.12) and (4.13), using the same approximations. Any initial imbalance level in the bridge
in this way will cumulatively appear on the computed AR, and AC,;, therefore by
characterizing the bridge's initial balance point, this error can be calibrated out from the
extracted values for capacitance and resistance. The capacitive and resistive changes on the
electrode are linearly related to each other as apparent in (4.12)-(4.13), therefore using these

equations guarantee the linearity of the response data extraction.

Va—Vp ZbuptZpp Rp,u Va—Vp Zb,up+Zp,Dn 1 Chu
ARelzRe(“—b.# Reipn |1+ =2 )+ Im|2—2. =22 1+—=2L), (4.12)
Vac Zp,up ’ Rp.pn Vac Zp,up wCp up Ch,on
Va=Vp Zbup*Zp,D Chu Va=Vp Zb,up+Zppn Rpy
AC,; ~ —Re (“—”# Corpn |1+ =) + Im 2= =222 )C2 ) Reipn |1+ —=£).(4.13)
Vac Zp,up ’ Ch,on Vac Zp,up ’ ’ Rp.pn

4.5 Series RC Bridge Implementation for 8-bit Sensing Resolution
The design methodology and bridge structure discussed in Section 4.4 can be utilized
to implement a hand-held biosensor for specific electrochemical capacitive sensing
applications with very small (<1%) full-scale fractional capacitance change at the transducers.
An experimental setup is designed for verification of the theory presented in the previous
sections, with the target of an 8-bit sensing resolution within 1% full-scale dynamic range for
the fractional solution-electrode capacitance change. Given the bridge structure and the
interface model in Fig. 4.3, size and geometry of the effective interface surface and the solution
ion content, make-up the interface impedance values at the frequency of measurement. For the
case of non-faradaic measurement with the bridge structure, two electrodes (one
working/functionalized and the other one counter) on each transducer chip is sufficient.
The capacitive transducer chips that are explained in Section 3.3 are measured to find
the typical value of the electrode-solution interface impedance in the utilized model. After
characterization with the single frequency of excitation set to 1 kHz (frequency at which the

sensing element that is the surface capacitance, is dominant) and utilizing PBS 10mM, pH 7.2
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as the solution, the equivalent series interface capacitance and solution resistance are typically
around 300 nF and 200 {2, respectively. The parallel leakage resistance R.,k, is also
characterized to be several hundred kf2.
4.5.1 Balancing Arrays

With the knowledge of the typical value for the transducer interface model, and a target
detection goal of 8-bit resolution for a 1% overall fractional capacitance change, the bridge
balancing networks can be designed. Digitally tunable balancing capacitor/resistor arrays
Cp,up> Rp,up and Cp pp, Rp pp are each designed in fine and coarse sets for the goal of fine
balancing. Shown in Fig. 4.7(a) on the left, and Fig. 4.7(b), is the coarse digitally tunable
capacitance (CdC1 — Cd(8) array that is binary weighted with an 8-bit resolution and 1 nF

LSB value. In this way, if the target electrode capacitance is occasionally out of the maximum

r .11 L.l.Ll .1

cdc1 _[ CdCZ_[ CdC3_[ CdCS_[ CdF1 _[ CdFZ_[ CdF3_[ Cdr8 _[
| | - l | -
Course C Array (@) Fine C Array
250 : : 1200 ,
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L‘IE’ "'é 800
8 150 | 18
c c
S S 600 -
'g 100 | . _actual 10 * actual
g —ideal S 400} —ideal | 1
< ©
O 50 O 200

8bit control code 8bit control code

(b) (©)

Fig. 4.8 (a) Structure of course and fine capacitance array (b) capacitance vs. 8bit control
code course, (c) fine capacitance array
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expected range, increasing the capacitance attached to the MSB will shift the larger half of the
array by the amount added, and the overall range can be increased without the need for
adjusting the whole array. The values of the capacitances attached to each bit of the coarse
capacitance array are picked based on the possible commercial values so that no hundreds
value is missing. The fine-tuning capacitance array Fig. 4.7(a), on the right (CdF1 — CdF8),,
and Fig. 4.7(c), on the right, is formed in 8-bit structure with minimum capacitance value of
4 pF the fine array is adjusted with commercially possible capacitance values so that no tenths
capacitor values are missing and maximum achievable capacitance value on the fine array in
this way is 1003 pF.

The coarse-tuning resistance array, shown in Fig. 4.8(a), left, has eight fixed RdC =
100 £2 resistors that add up linearly to the overall value on the fine resistance array and shift
the total resistance value by 100 (2 at a time. The fine balancing resistance array Fig. 4.8(a),

on the right, and Fig. 4.8(b) is a binary-weighted 8-bit array, the values of the resistors in this

] 100 | -
Rd RdF2 \ )
— ~ 80 1
)
e
RdC RdF3 \ c 60 1
| @ # actual
° ° ° ° 3 40 1 —ideal | 1
8 ° ° 14
ReS|stors ReS|stors 20t 1
RdF8 0 : :
l%- : 0 100 200 30C
Course R Array Fine R Array 8bit control code
(@) (b)

Fig. 4.9 (a) Structure of course and fine resistance array, (b) resistance vs. 8bit control
code for fine resistance array
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array (RdF1 — RdF8) is adjusted with respect to the commercial values and the ON resistance
of the utilized switches (ADGS811 from Analog device, roughly 0.5 £2) so that the resolution of
the array is approximately 0.5 2 and the final maximum resistance at the fine array is 114 (2.
The characterization plots of the capacitance coarse and fine arrays with the available
commercial components are shown in Fig. 4.7(b)-(c). Fig. 4.8(b) shows the characterization
plot for the fine resistive arrays. These characterizations show that component values are
adjusted in such a way that there are no missing codes corresponding to target values.

The offset resistance of the fine array caused by all the switches off state is
approximately 3.5 £. This offset is compensated at the first resistance of the coarse resistance
array changed from 1002 to 96.5. The digital AC balancing is performed by a
microcontroller (TI-MSP432P401R). Each of the 8 balancing arrays is connected to an 8-bit

latch (CY74FCT2573TSOC form TI) to control the array switches. The 8-bit array data is

8 8-Bit 8,
4 Latch1 /8 Course
Enl /
/
8-Bit /%’
Latch2 Fine
En2 A0
® o o o
8 o 8 Latch ¢ 3x8 AL g ° 3
Latches Enables Decoder = o Arrays
® A2 2
c
En7
8-Bit Enp——
Latch? Course
g
. /
8/ 8-Bit 8/
/ Latch8 / Fine
En8
8/ From MCU
7

Fig. 4.10 Block diagram of digitally controlled balancing network, the MCU sends the 8-
bit code to control the array switches and selects one array out of 8 at a time with the 3-
bit enable control code (4,A414,)
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written to a mutual data bus connected to the latch inputs, after a 3 X 8 decoder (CD74HC238
from TI) enables the target latch, data is transferred from the target latch output to the
corresponding array switches. DC balancing resistors, Ry, are set to 50 kQ which is more than
ten times greater than typical electrode absolute impedance magnitude, 730.5 Q, at the
frequency of 1 kHz and still more than ten times smaller than the corresponding Rj.qr- A
manually tunable 1 k(2 resistance is also inserted in the DC path for one time fine adjustment
for any mismatch among the DC balancing resistors. The block diagram for the explained
bridge design and the experimental setup is shown in Fig. 4.9.

With a 50 mV,.,,,s AC excitation and 200 mV DC bias, an amplification and filtering
board is costume designed and interfaced with the bridge to amplify the tiny differential
response, 1, — V,, to the full-scale voltage of the utilized ADC. The microcontroller’s (MCU)
first task is balancing the bridge and then carrying out dual-channel 3-parameter sine fitting on
the real-time acquired data. Therefore, the final real-time data of the system in Fig. 4.9 would
be the amplified bridge output amplitude (response amplitude) and response differential phase
with respect to the AC excitation.

4.5.2 Drift Control

As mentioned earlier in real-time measurements for non-faradaic capacitive sensing,
the signal drift is one of the major obstacles against fast and accurate data collection. The actual
response variation caused by binding might get lost due to the random drift that is faster.
Specifically, with the bridge concept, a largely drifting response makes it very difficult or
impossible to balance the bridge. Thus, the drift rate of the response should be controlled in
such a way that the balancing speed and expected response variation caused by binding is much

higher than the drift rate.
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Other than random events happening at the electrode surface like the displacement of
the thiol chains, one major reason for the drifting solution-electrode interface capacitance is
the faradaic leakage current flow from the un-blocked surface pin-holes [42]. Theoretically, by
biasing the solution and electrode at the same DC potential, the flow of the faradaic currents
should go to zero. A general block diagram showing the setup for interfacing the differential
series RC bridge structure with an interface system is provided in Fig. 4.10. The differential
placement of the electrodes along with the working and counter electrode placement and
solution bias also is demonstrated in the bridge section of Fig. 4.10. By biasing the solution
with an external Ag/AgCl reference electrode, the drift rate can be reduced. Fig. 4.11 shows
the results of an experiment to validate the explained drift control strategy using the setup
shown in Fig. 4.10.

The working electrodes connected to the bridge ends shown in Fig. 4.10 are biased with
a 60 mV DC voltage. The experiment is performed once without a solution bias and once with
solution biased using the external Ag/AgCl reference connected to a 60 mV DC voltage. The
bridge is balanced in both cases, and the output response magnitude is recorded for 15 minutes,
Fig. 4.11 shows that biasing the solution reduces the drift rate by approximately 7.3 times.
Considering an ADC full scale of 1.2 V, the drift rate controlled by external solution bias is
about 11.4 mV /min, if the binding rate and the balancing speed are faster than this value, then

drifting will not cause significant problems for experimental validations.
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Fig. 4.12 Results of an experiment to validate the explained drift control strategy
4.6 Conclusions

The differential bridge structure with a series RC model for the solution-electrode
interface improves the sensing performance before amplification readout at a low cost. With a
proper bridge model, the configurable DC biasing for the electrodes and simultaneous but
independent AC/DC balancing can be achieved. A differential bridge structure with two
functional sensors is effective in reducing the non-random common-mode effects of noise, drift
and non-specific binding. The voltage response signal can be related to the capacitance change
with algebraic equation and without the need for complicated fitting algorithms, which is an
advantage for faster processing of acquired data in real-time. Very common problem with
many bridges that might lead to some response non-linearity or less sensitivity is the initial
imbalance level of the bridge. With bridge characterized transfer function the bridge initial
imbalance reason can be identified, calibrated and behavior with target capacitance change can

be predicted.
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Parameters like dynamic range, detection resolution and linearity are among the most
important biosensor response characteristics that are directly related to bridge structure and
balance quality. We propose a differential bridge model for real-time single frequency
solution-electrode interfacial capacitive sensing. The impedances in the bridge legs are
modeled in such a way that independent AC and DC balancing and configurable DC bias for
the transducers are feasible.

A complete characterization of the bridge output differential magnitude and phase
transfer functions is carried out in this chapter to observe the ideal bridge output response with
target capacitance change. Then, with the goal of achieving an 8-bit detection resolution, the
effect of initial bridge imbalance levels and its relevance to the resolution of balancing network
arrays are studied. Design trade-offs among the absolute value of interface model elements,
the amplification gain, the required minimum discrete capacitance or resistance in the
balancing network, to achieve certain dynamic range and resolution are discussed. The proper
electrode placement in the bridge legs and a suitable bridge balancing algorithm are
investigated. In the design process, the balancing algorithm is designed so that a simple and
low-cost microcontroller can carry out the balancing task in addition to data acquisition/fitting.
Given the complete analysis, a bridge structure is designed and implemented with a target of
8-bit resolution for the sensing of 1% full-scale fractional capacitance change.

After the bridge implementation, the electrode placement and bias method are
experimentally tested to find an effective way to control the real-time output drift. Design and
implementation of the suitable and sensitive amplification and filtering readout along with the
data acquisition and processing unit to interface with the designed bridge are discussed in

Chapters 5 and 6.
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CHAPTERS. AMPLIFICATION AND FILTERING INTERFACE FOR
CAPACITIVE BRIDGE TRANSDUCTION

5.1 Introduction
For most diagnostic and monitoring applications including capacitive sensing of
MCLR, the detection target concentrations of interest are generally small, ranging from ng/L
to ug/L that gives rise to a total change in impedance of often only a few percent over the
entire full range of detection. To complicate matters, for development of a field-deployable
read-out board compatible with interfacial capacitive transducers, avoiding physical damage
of the functional layer of the transducer and also nonlinear distortion effect on the response,
require that the magnitude of the applied AC excitation remain small (typically < 50 mV') [21].
Let’s consider that the series RC bridge structure shown in Fig. 4.3 with the transducers

inserted. If the bridge impedances are Zj yp, Zppn» Zeup and Zg; pn and the change in the

. . AZoyp - AZgp
transducers impedances are considered as AZ,, ;,, and AZ,; p,,, where ——L + z O ~ 1%,
elLUp el,Dn

the differential output voltage can be found using the following equations.

V V _ (Zel,Up+AZel,Up)(Zel,Dn+AZel,Dn)_Zb,Upr,Dn
a” Vb — AC
(Zel,Up+AZel,Up +Zb,Dn) (Zb,Up"'Zel,Dn"'AZel,Dn)

~ ( Zel,DnAZel,Up + Zel,UpAZel,Dn )V (5 1)
(ZeLup*AZel,up+Zb,on)(Zb,up+ZelontAZelpn)  (ZeLup*+AZelup*Zb,0n)(Zb,up*ZelDn+4Ze1,Dn) Ac ’

Zelu Zpu
If Sl = P —=qa (0<a<1,real ) and Zgy, » a X AZyp,
Zel,uptZpDn Zp,uptZeliDn ! !

Zel,Dn > (1 - 0{) X AZel,Dn:

1 1
V. -V, = + Vac. 5.2
a b ZelUup | 1 ( 1 ,Azel,Dn) ( Zel,Dn ,1) 1, Mo up Ac ( )
abZelup 1-a Zgpn (1-a)AZg; pn a Zelup
AZel,Up AZel,Dn
V-V, ~ a(l-a) (Z g L)y, (5.3)
elLUp el,Dn
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A typical excitation sine signal for this application has an AC amplitude on the order
of 1 — 100 mV. Assuming the case where both fractional changes in (5.3) are less than 1%
and the bridge is balanced perfectly, i.e. « = 1/2, the maximum change in the amplitude of
the bridge output will be less than 1 mV. Now with the target sensor resolution set to a modest
8-bits value, the LSB of the response to be detected will be several microvolts. An AC signal
of 50 mlj.,,, is utilized in our current design, therefore, with ¢ = 1/2, the maximum change
at the bridge output will be 0.35 mV, if the target resolution for the sensor is 8-bits, then the
LSB of the response will be equal to, 1.367 uV. Due to these small changes, extreme care must
be taken in the design and implementation of the sensor interface circuit.

Some small, inexpensive, and low-power sensor interface circuits are proposed in the past
like the ones in [50-52]. These systems are specifically designed for capacitive sensing and
accelerometer applications. Other than AC excitation that is different for interfacial capacitance
sensing, these systems also do not have the transducer DC bias requirement. Therefore, the
performance of these types of interface circuits for real-time operation with interfacial
capacitive transducers is not validated. On the other hand, if a discrete implementation is
required, unfortunately, some factors limit the performance of field-deployable sensor interface
circuits. For example, the frequency response analyzer introduced in [16], which is among the
famous AC interface impedance measurement methods, may lead to unwanted drifting and
sensitivity degradation when implemented with discrete blocks such as multipliers and phase

shifters.

Typical precision opamps that would be used in this application have input-referred

noise voltages that are on the order of tens of nV /v Hz. To maintain a practical input signal-

to-noise ratio (SNR) greater than 1, with microvolt-level transducer output voltages, the
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effective noise bandwidth of the sensor interface circuit could be limited to only a few tens of
hertz. Moreover, a voltage gain of approximately 60—-80 dB will be required to make effective
use of the ADC. Such extreme amplification and filtering require highly accurate component
matching, extensive shielding, and careful circuit design. Considering the abovementioned
challenges, differential measurement technique is used here to reduce the effects of common-
mode noise, drift, and temperature variation.

A comprehensive study of the design tradeoffs between overall sensor system
complexity and performance in low-cost (< $10), real-time electrode-solution interfacial
capacitance sensing applications, particularly with small fractional detection capacitance
change signals (< 1%) is given in this chapter. It is shown here that, at the same time, the
careful design of the two-channel digital acquisition and processing (sine fitting) utilizing a
single microcontroller can relax the requirements specifically for the amplification and filtering
unit. A complete theoretical design procedure along with a practical discrete implementation
example is presented here targeting real-time, low-cost, and field-deployable capacitive
biosensor with less than 1% full-scale change in the transducer output voltage and 8-bit
characteristic change resolution. The detailed structure of the proposed interface architecture

suitable for bridge transduction is shown in Fig. 5.1
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In the proposed system of Fig. 5.1 bridge transducing, amplification, filtering, and dual-
channel digital data acquisition is done fully differential mainly to achieve better noise and
common mode interference cancellation and expand the overall sensor dynamic range. To
maintain symmetry along all signal paths, fully differential amplification and filtering with a
fixed gain is designed using differential precision opamps (LTC6363) instead of single-ended
instrumentation amplifiers. The total required gain for 8-bit detection resolution is distributed
among three stages, one mainly amplification and two amplification and filtering. Multiple
feedback active band-pass filter architecture is adopted both for its lower cost, fully differential

implementation and flexibility for tuning parameters like gain, As;ier, bandwidth, BW, and
center frequency, feenter- If Rp, = Rp, = Rp, R;, = Ry, = Ry, for each filter gain, bandwidth

and center frequency are set by (5.4)-(5.6).

RF

Afilter = Z_RI (54)
1
BW - ZﬂCbRF' (5'5)
1
feenter = P LTS (5.6)

Considering the required large differential amplification gain and detection resolution,
the design of the readout interface for the bridge output requires careful analysis based on
several important parameters such as overall noise and common-mode to differential
conversion. The effective noise bandwidth and CMRR mainly affect the best possible
minimum detection limit, while common-mode to differential conversion due to mismatches
and imbalance leads to degraded sensitivity and nonlinearity. The abovementioned issues are
discussed in the design of the amplification and filtering unit in this chapter.

Dual-channel differential data acquisition, sin fitting, and bridge balancing are all done

employing single MCU, Response signal frequency known a priori makes the sine fitting
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algorithm simpler. However, to achieve the target 8-bit resolution with simpler real-time
processing, the most important parameters to consider while developing the fitting algorithm
are SNR, number of samples taken per cycle and sensitivity to potential excitation frequency
shifts, the design tradeoffs for coherent real-time 3 parameter sine fitting are also given in the
data acquisition and processing design in Chapter 6.

5.2 Amplification and Filtering Design

The primary role of the single-frequency amplification and filtering unit shown in Fig.
5.1, is to amplify the detection signal and filter the unwanted out of band interference. On the
other hand, the amplification unit is interfaced to the data acquisition unit for real-time
processing. Thus, design parameters like gain and specifications like CMRR, output, and input
common-mode voltage, filter bandwidth, etc. are set both by the bridge response range,
resolution, and ADC full-scale range.

CMRR or the amplification and filtering interface’s ability to reject the common-mode
bridge output voltage (initial balance case) and amplify the differential voltage change at the
bridge output (case of impedance change with detection) is one of the most critical design
parameters. Failing to reject the common-mode at the bridge output considering the high
required differential gain will lead to unpleasant common-mode to differential conversion that
not only gives rise to false detection signal but also limits the dynamic range. Additionally,
common-mode to differential conversion will affect the bridge balance and make it more
challenging.

The ADC’s full-scale range, Ars, determines the total required amplification gain, the
higher Ars, the more amplification required. The typical full-scale ADC voltages available are

on the order of (1 — 5 V), three-stage amplification, and filtering interface is proposed here to
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provide the total differential gain in the order of 70 — 80 dB. To have an estimation of how
much common-mode rejection is required, consider the case with the bridge initially balanced
in the middle so that « = 1/2 and |V, | = |V, | equal to tens of millivolts and if the differential
LSB change at the bridge output, |(V, — V},) g5, is only several microvolts. These values will
be amplified by the common-mode to differential gain A, cpqirr, and interface differential
gain, A, g, respectively. To maintain the 8-bit resolution capability in this case, the

following criteria should be met:

Ay girf|(Vg—=V
U,dlffl a—Vp)LsBI > 2. (57)
Avp,cmdiff\Vab,cml

For the interface utilized in our current design, Apg = 1.2 V, with the maximum
differential voltage at the bridge output equal to 0.35 mV, a gain of 3428.6 V/V or 70.7 dB is

required to map the full-scale change at the bridge output to the full scale at the ADC. The

abovementioned criteria set the minimum for the CMRR o0 = A”’A = 94.19 dB which
v,CMdiff

with A, 4irr = 70.7 dB, requires the Ay, cpyqirf to be at least —23.49 dB.

Other than common-mode to differential conversion, noise, is one other critical issue,
degrading the lower detection limit and shrinking the dynamic range. However, proper filtering
of the response signal will greatly improve the signal to noise ratio at the ADC input. Various
sources causing common mode to differential conversion and SNR degradation at the output
of interface before ADC, are analyzed in the following. In light of this analysis, parameters
like gain of each stage, effective noise bandwidth (ENB) and matching order can be determined
and based on the best achievable SNR at the board output, sin fitting algorithm in the data

acquisition unit can be picked and designed.
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5.2.1 Common-Mode to Differential Conversion

Typical fully differential amplifiers for precision measurements provide relatively high
CMRR values of around 100 dB. However, when configured as a differential amplification
stage, as shown in Fig. 5.1 the total CMRR of the stage, CMRRgq4, is determined not only
by the CMRR of the opamp, CMRR pp,qmyp, but also the matching between the two symmetrical

feedback ratios 5, and [}, which are defined as follows:

By =—F g = _ral (5.8)

- Rpp1+Rip1’ a— Rpq1+Ria1
AB AB
If g,=p +? and S, =p - therefore, , — B, = AL and S, + B, = 2.

CMRRgtq4e 1s derived as [53]:

1
CMRRstqge ¥ ——2p- (5.9)

CMRRpamp B

Fig. 5.2 shows the percent degradation in CMRRstqge/CMRRopamp the ratio for
various CMRR o, qmp, versus the percent feedback matching ratio. As expected from (5.9), for
higher values of CMRR,qmp, a tighter feedback ratio matching is required. Now given a
typical amount of CMRRpamp = 100 dB, feedback matching ratios better than 0.001% and
0.003% are required to obtain CMRRs,4. 0f 50 dB and 25 dB respectively.

With discrete implementation, one main challenge for feedback ratio matching is the
component tolerances. For a given stage with a differential voltage gain, A, 44, Rpp =

A, aaRpp, if the resistance, R’s tolerance AR, is included as following:

Rlb = R iAR, RFb = Av,ddR iAR. (510)

Feedback ratio matching is related to the component tolerance using the following

derivations:
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The plots of required percent component tolerance for various stage gain, A, 54, Versus

percent feedback ratio mismatch is shown in Fig. 5.3. Lower component tolerance is required

to get the same feedback matching ratio as the stage gain gets higher.

Other than the amplification stage symmetrical feedback ratio mismatch, another
important source of common-mode to differential conversion, is the misbalanced bridge

interfacing the amplification stage. In other words, misbalance of equivalent impedances
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Fig. 5.3 percent component tolerance for various stage differential gain, A, 44, versus
percent feedback ratio mismatch

connecting to nodes I, and V},, as shown in Fig. 5.1 also translates into a feedback ratio
mismatch and introduces common-mode to differential conversion. To avoid this effect, the

balancing of the bridge should be done based on the following criteria:

Zb,Up ”Zel,Dn = Zel,Up ”Zb,Dn- (513)

Also, to balance the Whetstone based bridge of Fig. 5.1 the nulling condition is:

Zb,Upr,Dn = Zel,UpZel,Dn (514)

From (5.13) and (5.14) it can be inferred that balancing the bridge by setting Z, y, =
Zeyup and Zej pn = Zyp pp, sets V, — V,, = 0, while common-mode to differential conversion is
avoided. Note that although setting Zy, yp, = Zej pn and Zej yp = Zp,pn, meets bridge output null

condition but depending on the functional electrodes mismatch, strong common mode to

differential conversion effect might take place.
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The bridge, differential amplification, and dual-stage filtering are cascaded stages in

the interface readout. In [54] the contribution of each stage, CMRRg¢q ge ;> on the total CMRR,
CMRRry¢q1, of a cascade of 3 differential stages is investigated and derived in (5.15). Where
Ay qa;> and A, ¢, are the differential to differential and common-mode to common-mode gains

of the i stage, respectively.

1 1 1 1
~ + 7 v v (5.15)
CMRRTotqr  CMRRstage, vddy - iep vddy “Vddy b e
Avp,cc, satges Ay,ccy, AViccy Satges

The output common-mode (DC) voltage, Vyp , of the fully differential amplifiers, used
in this design, is set at Arg/2, to cover the full ADC dynamic range equally. For this purpose,
precision opamps with internal common-mode feedback are utilized that set the output
common-mode voltage to a specific value defined by the user. This external voltage is supplied
from a voltage regulator to be more stable and properly bypassed with a capacitor to reduce
the potential associated noise [55]. However, if the specified Vj ¢y, is not at the mid rail of the
precision differential opamp supply voltages, the external voltage source should have enough
current drive capability to supply the extra required drive current. With the internal common-

mode feedback utilized, A, ., is equal to 1 V//V. Thus, if the two filtering stages are identical,

with same gains and characteristics, the effect of the CMRR of the first stage on the CMRR ¢ 4;
is dominant compared to higher stages. Therefore, bridge balancing and component matching
on the first amplification stage has the most significant effect on the total CMRR and common-
mode to differential conversion effect.

5.2.2 Noise Analysis

Electronic circuits and components in the read-out interface, as well as the bridge itself
including the electrodes, are contributing with different degrees to the overall noise at the

amplification and filtering output before the ADC. The narrow bandpass filtering is proposed
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Electrode-Solution

ViRb,Dn

(b)

Fig. 5.4 . Noise model for (a) capacitive series RC bridge and (b) fully differential
amplifier incorporating the resistance noise sources and amplifier input voltage and
current noise

in the system shown in Fig. 5.1 to improve the SNR at the ADC input, the two identical multiple
feedback [56] bandpass filters are mainly cascaded to obtain higher order (4th) and also even
gain distribution. The effective noise bandwidth (ENB) of the cascaded filter stage is the main
parameter affecting the final SNR, and more importantly, the minimum detection limit. The
filter center frequency, f;y, is determined by application and set to the typical value 1 kHz in
this paper. Noise analysis of the bridge and amplification interface however, is required to be

able to define the necessary ENB for an 8-bit detection resolution.

Consider the capacitive bridge with noise sources included shown in Fig. 5.4(a) The
functional electrodes in this study are assumed as planar ones for non-faradaic measurement
(no charge transfer across the interface). The electrode-solution interface is modeled as a series

RC, the resistive part (R, ypand Re;p,) are solution resistance, and the capacitive part
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(Cerup and Cgypn) are the interface capacitance. The electrodes makeup and solution
conductivity are set so that at the frequency of operation, w;, = 27f;,, Re; < |1/jCoiwin| =
R, Coiwin < 1, because the capacitance of the functional layer mainly changes with binding
and dominant capacitive part leads to higher sensitivity. Gesteland et al. show in [57] that noise
of a metal microelectrode can be modeled as thermal noise of resistance in a narrow band of
frequency, where the corresponding resistance is real part of the electrode-solution interface
impedance. In the bridge noise model shown in Fig. 5.4(a) Ry, yp, Cp up, Rp,pn and Cp p,, are
RC balancing networks made with arrays of digitally controlled capacitors and resistors to
balance the bridge for AC. Rys are DC balancing resistive paths that provide a stable DC bias
to the electrodes and equal DC voltage at I/, and V,,.

The value of the DC balancing resistors are set much larger than the magnitude of the
electrode impedance not to load the electrodes and decrease sensitivity, therefore, knowing
that R%, C3w?, < 1 leads to R;*C4w?, » 1. The associated noise sources with the electrodes
and balancing resistors are in series with the corresponding resistance in Fig. 5.4(a), and are

all representing thermal noise model for the resistance with units of V /vVHz:

_ VakTR. (5.16)

k is the Boltzmann’s constant, T is the absolute temperature, and R is the corresponding

Vug

resistance value. The noise model for a fully differential opamp with the associated
amplification feedback resistors [58] is shown in Fig. 5.4(b) Again the resistors have the
thermal noise voltage model in series and the noise sources Ej,, I;,,and I;,_are the opamp
input referred voltage and current noises, respectively. If the excitation source, V¢, is assumed

to be noiseless, and the output common mode voltage setting external source is properly
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filtered, the total rms noise at the output of the amplification and filtering board, E,, 7o¢q;, 18

obtained from (5.17).

df . (5.17)

nTotal 2 12 2 2 2 2
L G G En ,Stageq + GN3En Stage, + EnStage3)

f (61\211 GI%IZ GI\213 Erzl ,Bridge +
f

The output referred noise power of the bridge, EZ Bridge> and output referred noise
power of each amplification and filtering stage, E,ZL,Stagei, is multiplied by the square of the

noise gain, G,%,i, of the proceeding stages then summed and integrated over the bandwidth of

the interface (lower, f;, to higher, fy, 3 dB cut off frequency). The noise gain and output
referred noise of each differential amplification, and filtering stage and output referred noise

of the bridge are obtained from (5.18), (5.19).

Gy, =1 +2Ei, (5.18)
i RIi
2
RF,
Bl stage, = G5B + RE (I + Tau) + 202, +2(5) V2, . (519)

For a perfectly matched and balanced bridge, with Co; pp, = Cepyp = Coup = Copn =

Cela Rel,Dn = Rel,Up = Rb,Dn = Rel,Up = Rel:

2 _ 12 2 _ RGCHwH 2 1+RE Co0E, 2
Erpriage = Van +Vpn = 1+(Rei+Rg)2CEw?, ™Rel ~ 1+(Rei+Rg)2CEw?, ™Ra’ (5.20)
The power density of the noise sources in units of V2 /Hz are given in (5.21)-(5.24).
2 — p2 fenc
B2, =el (1 1o ) (5.21)
fmc
o = I = (14 120), (5.22)
VnZRel = 4kTR,,. (5.23)
VnZRd = 4kTR,. (5.24)

e2 and i2, are the opamp input-referred voltage and current white noise powers. f,,. and

fincare the voltage and current noise power density corner frequencies. Replacing (5.18)-(5.24)

[iofe o9 1«1, fenc «1 andf”“ & 1, yields (5.25).

in (5.17) and assuming ~—— f
L in
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En,Total ~
2
G G 63 (V: (- e (R 2)+262 G2 V2 4262 G2 (1) 2
Ny EN2 EN3 Y ngy \Ry+Ry, "Rd \Rp+Ry Nz =N " nppy Ny N3 Ry, "R11

2 (2 2 2 2 2 2 ) 2 2 p2 2 p2 2 2 2
VENB |+¢2 (szlGNz Gy + GG, + GN3) + (263,63, R:, + 26}, R: +2R% ) + 263,V (5.25)

2 2
2 (Bry 2 2 RFs 2
\ +263, (Rlz) Vi, T 2VE, +2 (ng Vi

W — f1, is replaced with ENB, in (5.25), for a 4" order band-pass filter ENB = 1.025(fy — f3,
p p

[58, 59]. Note that if f,,. > f, and f;,c > f1, the effect of flicker noise cannot be neglected.
Based on (5.25), the ENB, of the required overall filtering to obtain 8-bit resolution can
be determined using the typical application values for the bridge components, R, =
1kQ,R; =50kQ0,C,; =100nF and a gain distribution of 30 X 10.6 X 10.6 for the
amplification and filtering stages, respectively. The values for the resistors in the amplification
and filtering stage are set as, Rp, = 300 kQ,R;, = 10 kQ,Rp, = Rp, = 16 KO, R, =R, =

750 Q. With the given component values for the current design, the RMS value of noise at the

ADC input is 75.231 uV /v/Hz. For SNR of 10 dB and 5 dB, the bandwidth of 14.94 Hz and
149.5 Hz are required, respectively. In practice, however, for low frequency (< 10 kHz)
measurements, the effect of flicker noise cannot be neglected entirely and other sources of non-
ideality like different component random variations may also add to the estimated total output
referred RMS noise. There are also practical limitations on realizing filter bandwidth on the
order of 10s of hertz, very small bandwidth leads to longer settling time of the interface
response for step type input variations. Too narrow bandwidth is an important issue because
the dynamics of analyte binding is fast and the readout interface should be able to follow the
rapid changes in the response signal. Therefore the bandwidth value should be set both
considering the amount of allowable noise and fast settling requirement. Although a higher
filter bandwidth leads to worse SNR, proper digital signal processing technique, can effectively

act as an additional filter and even extract the signal information buried in noise.
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5.3 Amplification/Filtering ReadOut Characterization

The designed amplification and filtering board is implemented and characterized using
the Audio precision lab instrument (Fig. 5.5) set up to generate 100 uVrms differential input
sine signal. With the full-scale range of ADC set to 1.2 V, the differential gain of 3000 V/V
or 70 dB is nominally required for full-scale amplification of 1% fractional change. To
maintain the 8-bit resolution with the fully differential amplification and filtering it is necessary

that the differentially amplified LSB signal becomes at least twice the common-mode induced

Fig. 5.5 Amplification and filtering board characterization using Audio precision
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differential signal at the board output. This means a common-mode induced differential gain
of less than —24 dB, yielding CMRR of 94 dB.

Noise coming from the bridge and amplification and filtering unit is analyzed and
roughly estimated to be 75.231 uV /+/Hz. To achieve an SNR of 10 dB or 5dBat LSB
detection limit, filter bandwidth of 14.94 Hzand 149.5 Hzis required, respectively.
Considering the fast settling requirements as well, a bandwidth of 270 Hz is picked for filter
design, and given the available commercial components the center frequency of the filter is

expected to be 1.03 kHz. Fig. 5.6 shows the measured results of differential gain transfer

Differential gain

R

¥
*** * *

B R a B R ey e g

0 500 1000 1500 2000 2500
Frequency (Hz)

Differential phase w.r.t source

0 500 1000 1500 2000 2500
Frequency (Hz)

Fig. 5.6 Differential gain transfer function characterization
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function characterization. The measured center frequency is at 1.02 Hz, maximum gain is
3330.33 V/V corresponding to 70.44 dB, the bandwidth is measured to be 265 Hz.

Common mode induced differential gain transfer function is also characterized and
shown in Fig. 5.7. The maximum common-mode induced differential gain is -25.7 dB, which
yields to a CMRR of 96.14 dB. For the practical characterization, stable common-mode
voltage is provided for each differential difference amplifier (LTC6363) using a voltage
regulator the value of the common-mode voltage is equal to half of the ADC full-scale

reference voltage (0.6 V).

C%nmon mode induced differential gain

0 500 1000 1500 2000 2500
Frequency (Hz)
Differential phase w.r.t source

300 g
5200
100

. ¥ %
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Fig. 5.7 Common mode induced differential gain transfer function characterization

www.manaraa.com



71

5.4 Conclusions

Considering the tight accuracy requirements, while designing an interface to achieve
modest 8-bit resolution for a 1% full-scale fractional transducer capacitance, many challenges
arise. The differential bridge structure proposed in Chapter 4, although improving the
performance, will not be effective if the differential tiny response signal at the bridge output is
not acquired with sufficient accuracy. Noise is one of the most significant difficulties while
amplifying such small voltages, but due to single-frequency operation, bandpass filtering
effectively reduced the undesired noise. However, the required effective noise bandwidth of
the filter should be decided based on both the bridge and amplification/filtering noise analysis,
signal processing and binding rate considerations. Other than filtering, when dealing with a
considerable differential gain after a symmetrical bridge, any mismatch effect will lead to
common-mode to differential conversion, the overall system CMRR should be able to reject
the common-mode interference at the smallest expected signal (8-bit) to be detected.
Maintaining the symmetry of the bridge legs also is an important point while interfacing the
bridge to a very high differential gain stage, while balancing the bridge common-mode to
differential conversion can be avoided by matching the bridge upper legs with each other and
lower legs with each other, respectively. With given design details in this chapter, an
amplification and filtering board are designed, implemented and characterized. The designed
board reaches a gain of 70.44 dB and a bandwidth of 265 Hz with 96.14 dB of CMRR. With
this given board, an SNR level of 5 dB or less is expected at the minimum detection level.

With the very low SNR, at minimum detection limits, the data acquisition and filtering
unit play an important role in resolving the tiny response signal buried in noise. The design

steps for effective data acquisition and real-time processing units are given in the next chapter.
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CHAPTER 6. REAL-TIME DATA ACQUISITION AND SIGNAL
PROCESSING FOR BRIDGE BASED TRANSDUCTION INTERFACE

6.1 Introduction
For solution-electrode interfacial capacitance sensing, the characteristic change in the
transducer impedance should ultimately be quantified. This complex impedance can be
measured in real-time by extracting the amplitude and phase data from the amplified
transducer’s response signal. While amplitude information can be obtained using just the
response signal, the phase should be measured differentially with respect to some reference
signal. The excitation source signal is utilized in the current design for the differential phase
measurement. This is accomplished, in the two-channel acquisition system, shown in Fig. 6.1,
the ADC alternatively samples the excitation voltage (i.e., the source signal) and the output of

the amplification/filtering block (i.e., the response signal).
To automate this, the digital system must be able to extract these quantities from the
digitized signal. sine-fitting algorithms are traditionally seen in ADC testing and

characterization [60] as well as in impedance/frequency response measurements [61], and
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Fig. 6.1 General block diagram of differential bridge transduction based real-time
amplification and filtering interface with single MCU for balancing and data
acquisition/processing.
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researchers have recently recognized the utility of sine-fitting algorithms for real-time
processing of the transducer output voltage [33, 62].

There are many different approaches to sine-fitting, each with varying degrees of
suitability in low-cost, real-time sensing applications. Sine fitting algorithms are widely used
as effective methods to extract a digitized sine signal’s information like amplitude, initial
phase, frequency, and DC offset. As seen, for the design of an accurate sine fitting, many
different parameters must be set by the designer, such as sampling rate, SNR, ADC resolution,
the record length, etc... All of these parameters will affect the design parameters of the sensor
interface circuitry and the overall precision and accuracy of the sensor itself. Unfortunately,
these effects are often not clear, and thus, the designer must study these tradeoffs for each
design.

This chapter will present a detailed analysis of the various tradeoffs for sensing
requirements, and the results will help the designer pick the proper algorithm based on
available budget, expected noise floor, required dynamic range, and accuracy with specific
DSP hardware capabilities.

6.2 Real-Time Non-Iterative Sine-Fitting Algorithms with Non-Idealities

In general, sine fitting algorithms can be classified as either iterative or non-iterative.
The iterative algorithms like the IEEE standard 4 parameter sine fitting [63], although
providing better accuracy in some applications, are not the best candidates for real-time
implementation, as, by nature, the convergence might require multiple iterations and data
storage requirement brings about additional memory usage. Non-iterative algorithms, on the
other hand, offer a better solution for real-time considering their relatively simpler

implementation requirements. However, the accuracy of non-iterative approach with small and
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noisy signal and compatibility of them with low-cost general-purpose microcontroller
implementation needs to be considered for real-time and field-deployable applications.

With the assumption that the excitation source frequency (f;;,) is known, and only the
amplitude and differential phase extraction is targeted, two non-iterative sin parameter
extraction algorithms; IEEE standard 3 parameter sine fit (3PSF) [63, 64] and ellipse fit (EF)
[65] are reviewed and compared in this paper. 3PFS is performed on single-channel sine signal
data for the estimation of amplitude, initial phase and the DC offset. EF algorithm requires 2
channel sine signal data for the estimation of amplitude ratio and differential phase of the
channels, eliminating the need for the frequency to be known or estimated as the two channels
share the same frequency. A brief introductory review of 2 non-iterative algorithms 3PFS with
coherent sampling, and EF is given here.

6.2.1 3 Parameter Sine Fit

In the two-channel acquisition system, shown in Fig. 6.1, the ADC alternatively
samples the excitation voltage (i.e., the source signal) and the output of the
amplification/filtering block (i.e., the response signal). Consider a sequence of N samples (k =
0,1,..N — 1) of a sine wave sampled at the rate of f; for both channels. If the sine wave has a
frequency f;,, an amplitude A; (i, denoting response or source respectively) , an initial
phase @;, and offset D C;, it can be generally represented as:

yi[k] = 4, cos(Zn%k + ¢,) +DC,. (6.1)

Source and response signals are derived from the same generator; therefore, they share

the same frequency. The fitting algorithm is then responsible for estimates, in real-time, the

amplitude of the signals, and the phase of the response signal with respect to the source signal.
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If the ratio of fi,/fs is known, the 3 parameters A;, ¢;, and DC; can be estimated for each

channel, in the least-squares sense, using 3PFS [63]:

A, yi[0]
Ay |=@mpy-rpr| Yl (6.2)
D¢; yi[N —1]
where D for both channels is given to be:
fin : fin T
cos(an— 0) sm(an— 0) 1
D= cos(2m . 1) sin(2m . 1) 1 ' (6.3)
fin o fin ,
cos(an—N -1 sm(an—N -1 1
If the estimated signal, y;[k], is expressed as:
9.[k] = A, cos(anfﬂk) + Ay, sin(anfﬂ k) + DC; (6.4)

With some simple algebra using the coefficients Ac,i and As,i for each channel the

amplitude and phase of y; are estimated as [63]:

A; = /Agi + A2, (6.5)

~ — _Asi
$; = tan 1(T)' (6.6)

c,i

6.2.2 Ellipse Fit

The ellipse fit takes advantage of two acquisition channels with mutual frequency,
and by eliminating the time dependence of the sampled data from each channel, the algebraic

representation of the resultant curve is [65]:

(yl[k]—Dcl)Z n (yz[k]——DCz)z _ o 0nlkI=DC)(2[k]-DC2) o COS((pdiﬁ) _ Sinz((pdiff) = 0(6.7)

Aq Ay A14;
Where y; [k], y2[k] are the samples and A, A, are amplitude, DC;, DC, are the offset

for source and response and @g;¢f is the phase difference between the channels (@qirf= @2 —
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@) here, subscripts 1 and 2 are used for source and response respectively. If (6.7) is further
simplified and written in terms of sampled data, the curve forms an ellipse as [65]:

ay?,[k] + by, [k]y,[k] + cy?,[k] + dy;[k] + ey,[k] + g = 0. (6.8)

For which the ellipse constraint condition to be verified is b? — 4ac < 0. With a

scaling constant the condition is forced to b? — 4ac = —1, other conditions to be met for valid

ellipse fitting are non-zero amplitudes and @4;rf # 0, nm where n is an integer. Solving for the

coefficients in (6.8) with improved matrix-based method introduced in [66] the estimated

amplitude ratio and differential phase can be obtained as:

Aresponse _ |a
Asource N (69)
~ ign(a)xb
COS((pdiff) = —% (6.10)

The remaining parameter to be estimated is the sign of the differential phase which can
be determined based on the clockwise @47 >0) or counterclockwise (@47 <0) orientation of
the constructed ellipse. Detailed equations for the voting algorithm to find the sign of @g;¢f is
given in [65].

To have a quantitative comparison of the two introduced algorithms for each algorithm,
we will study the effects of the oversampling ratio of the ADC and the SNR of the signal, as
well as clock jitter and computational resource requirements. The investigated performance
parameters are the percent amplitude error, and percent differential phase (@ g = @response —
Qsource) €rror. The resultant error for each algorithm is then compared to find better noise
immune estimation with various sampling frequency scaling. For the subsequent analysis, we
assume two sine signals with an equal frequency of 1 kHz, the amplitude of 1 V, the relative

phase difference of 45°, and the same DC offset of 0.6 V, which are generated using MATLAB.
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Real-time matrix implementation of 3PSF is not easily implemented in low-cost
microcontrollers. The approach can be greatly simplified, however, by using coherent sampling.
Coherent sampling is achieved when f;,,/f; = M/N, where M and N are relatively prime

integers and represent the total number of input periods in the record and the full record length,

fin

=), the matrix DTD is
fs N

respectively. Under the assumption of coherent sampling (

diagonal, and its inverse is:

2/N 0 0
(o™D)t=10 2/N 0 | (6.11)
0 0 1/N
Therefore, with coherent sampling, (6.2) will simplify to:
. - M
A [2/N Rz yilklcos (2n k)
Asi| =|2/NTHZdyilk]sin 2m k) | (6.12)

D¢ 1/NYN-2y,[k]

For a given ratio of f;;, /fs, the ratio of M /N remains fixed. Hence a lookup table can be
used to compute the sinusoidal values associated with (6.12), dramatically reducing the required
processing time. A primary concern, however, remains the effect of uncertainty in f;;, / s as well
as jitter in the sampling clock, f; in the presence of very low SNR signals.

The important metric of interest in the current design is the resolution of the resulting
sensor, so the pointed non-idealities and their effect on 3PSF and EF estimation are examined
under this context here. The resolution of the sensor output is defined, considering a full-scale
voltage at the input of the ADC, Agg, and full-scale target phase difference, ¢rg. Therefore, if
a target of 8-bit resolution is assumed to be achieved, then the estimation mean error and
standard deviation should be within + Ags/28 and + @/ 28 range. Moreover, to demonstrate

a more generic reference plot, the estimation errors and resolution lines are normalized to full-
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scale values. For each non-ideality effect, the normalized estimation parameters of interest with
their percent mean error and percent standard deviation are shown, and normalized resolution
lines are drawn on the plots as an indicator of best achievable resolution with different levels
of additive noise, jitter and shift in the excitation frequency. In this way, the designer can
evaluate the reasonable, achievable dynamic range for the sensor with the expected level of
noise, jitter and frequency accuracy with an optimized record length for a known M /N.

The theoretical derivations of amplitude and differential phase estimation mean and
standard deviation for simplified 3PSF with coherent sampling in the presence of the
abovementioned non-idealities are given in the following.

6.2.3 Additive White Gaussian Noise

3PSF algorithm can effectively reduce the effect of noise on the acquired data because it
behaves like an additional averaging filter if the ratio of M /N is chosen considering the effect

of SNR at the lower limits of detection [67].

To see the effect of noise on the resolution of the sensor, let’s assume the noise, nyis

additive white Gaussian noise. For a noisy coherently sampled signal,

ynoisyi [k] = AiCOS <27T%k + (pl) + DCi + ny, (613)

s

the estimation parameters in (6.12) are independent and unbiased in the presence of

white Gaussian noise. In this case, the expected values of the estimation parameters are:

—_—

E[AAC,i] = Ac,i = Ai CoS @, E[AAS,i] = As,i = Ai sin Qi, and E[lj-(\:l] = DCL = DCL The
covariance matrix, Cypgjse,, Of the 3PSF with coherent sampling and an additive white Gaussian

noise with variance o, is [67]
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Z6Z, 0 0
2
Coise; =| 0 =02, 0 | (6.14)
0 0 o

The estimated amplitude parameters, Ac,i and As,i, in the presence of noise, are
statistically analyzed and defined [48,49] with their expected values of Ac,i and A s,i» and equal
variance Zaﬁi/ N. The amplitude and initial phase 4; and @;, are functions of the statistically
defined random variables Ac,i and A si- The mean and variance of a function of two random
variables f (Ac,i, As,i), can be approximately derived based on Taylor series expansion of the

function about the expected values of associated random variables Ac,i,ﬁs,i, as shown in [66-

68]
o*f o*f
E[f (Aei, A )] = F(At Al) +5 (e Crn + 255007 Co #5552 Co) - (6.19)
A A a a a a
varlf (Ao Al = () € + 2252 Cot e (610

Using (6.15) and (6.16) the mean and variance of the estimated amplitude and initial

phase can be derived in the presence of noise:

E[Al] =~ Ai +

108; = 1
EAT ~ 4 (1 + 2N-SNRi) 6.17)

var(4;) ~ %aﬁi (6.18)

E[¢;] = @;,var(@;) ~ (6.19)

N- SNRL
Based on (6.17), the amplitude estimation is biased with noise present. When alternate
sampling is used, as shown in Fig. 6.1, the initial phase of the response signal is measured with

reference to the source signal. Therefore, the variance of the differential phase can be derived

as:

var[@diff] = var[@response] + var[@source] - zcov(éresponsel @source) (620)
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When the source and response signal are corrupted by additive noise, the initial phase
estimations are independent (i.e., COV(Presponses Psource)=0). From (6.19) and (6.20), if the
same record length is assumed for both channels, the variance of the differential phase can be

derived as:

var[?ﬁdw]z1< LI ) (6.21)

N \SNRresponse  SNRsource

Theoretical simulations with MATLAB are carried out for the EF algorithm in the
presence of additive white Gaussian noise. For 3PSF (3PSF is the coherent sampling type),
simulations are carried out both numerical and based on the derived theory. For these
simulations, the sampling rate, f;, and input frequency, f;,, are constant and equal to 55 KS/s
and 1 kHz, respectively. The values M and N, are changed providing record lengths of 256,
512 and 1024 samples with 5, 9, and 19 cycles, respectively to maintain the fixed M /N ratio.

Fig. 6.2 and Fig. 6.3 show the normalized mean amplitude and differential phase
estimation error along with the associated standard deviation for response SNR ranging from
—51t0 30 dB and 1000 simulations at each point for the 3PSF and EF algorithms, respectively.
The SNR at the source is fixed and set to 30 dB for the simulations in Fig. 6.2 and Fig. 6.3.
Apparently, with a larger record length, lower uncertainty in the estimation is achievable even
for SNR values less than 0 dB. The best achievable resolution shown in Fig. 6.2 for 3PFS, is
between 4 to 5 bits for both amplitude and differential phase estimation in SNR values less
than 0 dB with N = 1024. Amplitude and phase estimations are both biased for SNRs less
than 25 dB. The mean estimation error increases and leads to a lower resolution as the SNR
gets worse. This shows that the EF algorithm is not at all reliable if the final sensor response

at the lower detection limit is expected to have SNR even less than 0 dB.
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Both algorithms were also numerically studied with varying sampling rates and low
SNRs to confirm if a higher sample rate leads to better estimation performance in a noisy
environment. For these numerical simulations oversampling ratios ranging from 4 to 256 and
the input, SNR is assumed to range from -5 to 35 dB. Simulations for the 3PSF produce an
average percent error within 1% both for the amplitude ratio and the differential phase for the
256 samples in the record.

The produced estimation results show that with lower sampling to excitation frequency
ratio, 3PSF can produce reliable results at very low SNRs with even 4 samples taken per period.
The more number of samples within a record generates more accurate results with worse SNR
levels. However, this might place a limit on how fast result production could be at very low
(sub-Hz) excitation frequencies. In [69] sit is shown that utilizing 3PSF for a sub-Hz sensor

response, can produce an impedance estimation variance of 1% while the record covers onl
9

* N= 256, M=5 15 T % N= 256, M=5
10 * N=512, M=9 %* N=512, M=9
* N= 1024, M=19 * N= 1024, M=19
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Fig. 6.2 3PSF (a) percent mean amplitude and (b) differential phase estimation errors with
their normalized standard deviations (error-bars) vs. SNR
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11% of the whole period. This makes 3PSF design flexible for various excitation frequencies
and signal to noise ratios.

EF behavior is largely affected by decreasing SNR, the average amplitude and phase errors
are still strongly biased for SNR values less than 30 dB, because the ratio of the amplitudes is
directly being estimated with EF algorithm, the relative SNR of the two channels would affect
the average amplitude ratio error, but the differential phase average error is constantly
degrading with lower SNR values. EF requires at least 6 samples per period to produce more
accurate results at even moderate SNRs. A change is observed in the polarity of differential
phase estimation error for the EF at higher sampling rates and low SNR values (also addressed
in [65]), which stems from the voting algorithm failure in determination of ellipse orientation
([64]located samples at low SNR increase the probability of incorrect voting). Therefore, 3PSF
with coherent sampling provides more accurate results without requiring higher sample rates

at low SNRs compared to EF.

100 rr— S— S e —— 3
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Fig. 6.3 EF (a) percent mean amplitude and (b) differential phase estimation errors with
their normalized standard deviations (error-bars) vs. SNR
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6.2.4 Sampling Clock Jitter

Sampling clock jitter causes uncertainty in 3PFS and EF estimation results. The
uncertainty caused by sampling clock jitter can be modeled as a normally distributed random
variable a; , with zero mean and standard deviation equal to o, . A coherently sampled signal
with jitter is modeled as,
yjitterl,[k] = Aicos(erfin(tk + ai,k) + (pi) + DC; = Aicos(erfintk + 0+ (pi) + DC; (6.22)

where 6;; is a normally distributed random variable with zero mean and standard

deviation 27 f;;, 0,, = 0;. In the presence of jitter, the 3PSF is no longer an unbiased estimator

for Ac,i and A s,i» the expected values for the 3 parameters are:

2
-0

E[A.;] = Aie 2 cos g, (6.23)
—o2

E[Ay;] = —Aie™= sing, (6.24)

E[DC;] = D¢;. (6.25)

Ifthe initial phase, ¢;, is assumed to be constant, the covariance matrix of the estimator

in the presence of jitter, Cjimri, is derived (6.26).

C.

]itteri =
2
% 1- e‘“iz)(l - %e‘“iz cos2¢;) 0 0
2
0 % (1—e) (1 + %e‘“iz cos Z(pl-) 0 (6.26)
Aiz 1 _ i2
0 0 2 (1-2e7)

The approximate mean and variance of amplitude and initial phase estimation with

jitter present, using (6.15) and (6.16) are:

g2 2 g2

E[A] ~ e +7-(1—e™")(e2 +5e2) (6.27)

o2
var(A) ~ (1 —emrM)(1-1e) (6.28)
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~ ~ ~ 1 52 2 1
Elg] = @i, var(@) =~ S (1 —e ) (e% +2). (6.29)
In the presence of jitter, the estimations for source and output initial phases are
independent, i.e., Cov(éresponse,@ource) = (0. The differential phase variance is derived

using (6.20) and (6.30):

var[gays] = {(1 — e~ Tsouree?) (e%sowree’ 4 D+ (1 —eoresponse?) (eCresmonse” 4 D} (6.30)

The approximate expression for the differential phase variance given in (6.30) is the
sum of the source and response initial phase variances.

Based on derivations and numerical simulations, the mean of the amplitude and
differential phase errors with their normalized standard deviations for 1000 simulations at each
point is plotted in Fig. 6.4 and Fig. 6.5 as a function of jitter standard deviation up to 2w for

3PSF and EF, respectively. If we examine the mean error in the estimated amplitude using

(6.27):
—o2
limey, =e 2 —1 (6.31)
N-oo
0 6 ---------------- * N: 256’ M:5 ----------
©f * N=512, M=9 T
04} * N=256, M=5 - Lot —retozs Mol el
* N=512, M=9 04 e bie i

02 * N= 1024, M=19

Fig. 6.4 3PSF (a) percent mean amplitude and (b) differential phase estimation errors with
their normalized standard deviations (error-bars) vs. jitter standard deviation
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Although it is seen in (6.31) that the amplitude mean error will never go to zero for
3PSF which is also claimed in [70], but with a record length of 1024, 8-bit detection resolution
for both amplitude and phase is achievable even at non-realistically high jitter standard
deviation of around & radians. Fig. 6.5 shows a similar numerical simulation with sampling
clock jitter for EF. While amplitude estimation error is within target 8-bit resolution for the
EF, even at large jitter standard deviations, the differential phase estimation is strongly biased
and affected by jitter. Based on obtained results, 3PSF can maintain the target 8-bit resolution
at even jitter standard deviations close to 2x radians, by controlling the record length.

It is worth mentioning here that the obtained results for this analysis are dependent on
the source and sampling frequency. The maximum allowable jitter using an ADC with a
resolution of R bits, and a sine wave input with an amplitude equal to the ADC full-scale and

frequency of f;,, to have a jitter induced error of less than half LSB is inversely proportional

* N= 256, M=5 ,
06k * N=512, M=9 | A % N= 256, M=5

* N= 1024, M=19 * N=512, M=9
04R8I o ~HE4HHE ; * N= 1024, M=19

-----------------------------------------

Fig. 6.5 EF (a) percent mean amplitude and (b) differential phase estimation errors with
their normalized standard deviations (error-bars) vs. jitter standard deviation

www.manaraa.com



86

to (27f;, 2R). The maximum allowable jitter, therefore, gets smaller if the sine wave has an
amplitude lower than full scale, higher frequency, and higher resolution for the ADC. As an
example, jitter considerations gain more importance for sensors with hundreds of MHz or GHz
level excitation frequencies or when the response signal is not sufficiently amplified to the full-
scale range of the ADC, which is specifically the case at lower detection limits using fixed
overall amplification gain.

6.2.5 Non-Coherency

A fundamental assumption while simplifying the implementation of the real-time 3PSF
algorithm is that the data belongs to a coherently sampled sine wave. Depending on the
accuracy level of the source sine wave generator, however, the desired source frequency may
deviate from its actual value. The result will be that the record will not contain exactly M cycles
of the input signal, and the look-up table for computing (6.12) will no longer represent correct
samples leading to errors in the estimated amplitude and initial phase.

The effect of the shift in the source frequency can be modeled by assuming a shift in

the f;,, such that [67]:

(Q.8)fs
Af = f — fn = & (6.32)
Where @ is the integer part, and § is the fractional part of the residue. The result is a

shift in the number of periods sampled. Now, M’ = M + Q. and the actual waveform can

be expressed as:

Vaew K] = A; cos2m L2k + ¢,). (6.33)
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Using (6.9) and (6.12) the amplitude is estimated as:

A i(Q.0) =
([2/N z 4; cos(2m Q M+Q.0, 4o )cos(Zn%k)]
[Z/NZ 14; cos(mXEee Ok + ®; )sm(Zn k)]?}1/? (6.34)

which can be further simplified as a function of Af to be:

Ai(f) =
Ai[sincz(Ni—f + 2M) + sinc?*(N i—f) +

25inc(1vj—f + 2M)sinc(N j—f) cos(2¢; + 2nN j—f)]l/Z. (6.35)

The initial phase estimation, as a function of Q. §, can be derived using (6.10) and

(6.6):

M+Q'5k+ ®i) sin(Zn’M k)

Q ) (6.36)

k+ @;) Cos(Zn'—k)

-2/N leg_olA cos(2m

$:(Q.8) = tan™'(

2/N2k o 14; COS(ZTL’
which can be further simplified and written as a function of frequency deviation, Af:

tan (nfﬂ)

@;(Af) = tan~'[tan(p; + TN L —fS] (6.37)

fs” tan (n' +n'fm)

Fig. 6.6(a) shows the normalized amplitude estimation with deviation in source
frequency. For higher numbers of samples, with approximately equal input frequencies and a
constant sampling rate, the system becomes much more sensitive to uncertainty in the ratio of
fin/fs. Fig. 6.6(b) shows the zoomed-in plot of amplitude error with non-coherency, for N =
1024,M = 19. It is seen that for 8-bit detection resolution, a shift of approximately 5 Hz can
be tolerated, and if the resolution is relaxed to 4 bit, a shift of 22 Hz can be tolerated. With the
typical accuracy level of on-chip sine wave generators utilizing PLLs or DDS for discrete

implementation, at kHz range this amount of non-coherency is not a concern for amplitude
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Fig. 6.6 3PSF (a) amplitude estimation (b) zoomed-in Mean amplitude percent error and
normalized percent detection resolutions, vs. source frequency deviation

estimation. However, at MHz or GHz range, the accuracy of the generated sine wave is more

of a limiting factor while picking the record length.

As also discussed in earlier sections, the differential phase is measured in the two-

channel system of Fig. 6.1. The theoretical and numerically simulated initial phase estimation

of source and response with non-coherency are shown in Fig. 6.7. A deviation in the source

100

50

-50

(!

responseg

-100

Fig. 6.7 3PSF initial phase estimation vs. source frequency deviation for @gy-ce = 45°,

J— [e]
Presponse = 90
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frequency will result in a linear increase in the initial phase, but the slope of this change, as
derived in (6.37), is equal for both source and response signals, as they are sharing a mutual
source frequency.

Therefore, the resultant differential phase will not be affected by frequency deviation

for any record length. It should be pointed out that, as seen in Fig. 6.6(a), the estimated
amplitude will go to zero when 6 = 0 (i.e., when Af = % fs), causing a discontinuity in the

initial phase estimation at the same points. The shift in frequency effect is not considered for
EF performance evaluation here because the two channels are supposed to share a mutual
frequency; therefore, any shift appears in both channels leaving the results unaffected.

6.2.6 Real-Time Processing Requirements

Real-time dual-channel implementation requirements of the introduced algorithms are
compared in Table I. For real-time implementation. Each algorithm needs to perform some
mathematical operations on the taken individual samples from each channel and store the
results in specific variables and update it by each incoming sample. The related implementation
cost is, therefore, compared in the context of the required number of mathematical operations,
functions, lookup tables, and the number of memory positions needed to hold the variables,
per fixed number of data within a record. Final amplitude and differential phase calculation
based on the updated variables, after real-time acquisition and processing of the samples within
one record is not included for any of the algorithms in Table 6.1.

While the trigonometric function and square root calculations to produce final results
could be implemented with lookup tables for lower computational time for all the algorithms,
the EF algorithm requires additional matrix operations to solve the coefficients equation (6.8).

According to Table 6.1, one can estimate the execution time of each record within the real-
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time loop in the algorithm code based on the number of clock cycles required for each specific
math operation. Based on the known excitation frequency assumption, values of sin (27 f;,, ty)
and cos(2mf;, ty) can be pre-computed, and a singular look-up table would produce both sin
and cos values for the 3PSF.

The “arg” and “sign” functions are required for the EF. However, a look-up table would
make it faster to execute the “arg” function. Based on the numerical simulations and also
information from Table. 6.1, 3PSF maintains better accuracy compared to EF at low SNRs and
with lower samples taken per cycle. Table. 6.1 also suggests that 3PSF can be implemented
with lower computational cost in comparison. Therefore 3PSF offers a better solution in

dealing with accuracy and complexity challenges discussed earlier.

Tabel 6.1 Real-time dual-channel implementation requirements of the
2 introduced algorithms

. Mathematical Required
. Variable . . look-up
Algorithm operation Function
count table
count
count
X 4 .
3PSF 6 n sin, cos 1
X 14 arg, sign 1
EF 17 + 19

6.2.7 Discussion

At the lower limits of detection for most of the sensors that with very small full-scale
target change, the resolution is mainly affected by the noise level. Additionally, when the
sensor response is still small and comparable to the noise level even after amplification, clock
jitter will also induce some noise and degrade the SNR. Therefore, for better performance in

expected low SNRs (even SNR < 0 dB), higher record length for coherent sine fitting is
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suggested while keeping an eye on the sensitivity to the ratio of f;,,/f;. It is also shown here
that a shift in the source frequency and sampling clock jitter will affect the estimated amplitude
at any detection resolution while the differential phase is not degraded by the non-coherency
effect using the alternate sampling method. However, with typical accuracy levels of sine
generation and the fact that both sampling clock and source signals are driven by a single
sinusoidal source in most cases, jitter and source frequency shift will have a minor effect on
the detection resolution both in terms of amplitude and differential phase.

Real-time processing of the data obtained from the sensor will eliminate the need for
data storage and memory requirements and lead to lower cost of the overall system. A less
complex data processing algorithm with lower memory requirements, such as 3PSF, facilitates
the use of the same microcontroller for bridge digital balancing and calibration algorithms.

6.3 Board Sensitivity Test for Capacitance Change

The bridge based transduction and interface readout system shown in Fig. 6.1 is
designed with the guidelines given in Chapters 4-5. Fig. 6.8 shows the implemented board with
the bridge transduction and first differential amplification stage, 2 stage amplification, and
filtering, and the digital data acquisition and sin fitting with the TI MSP-EXP432P401R
responsible for the balancing too.

Record length of 1024, is picked for the design, both considering the expected SNR of
approximately 8 dB or less, with a filter ENB =~ 250 Hz, and the maximum microcontroller
master clock rate of 48 MHz. The 14 bit, 1.2V full scale, differential ADC samples the
1.03 kHz source and response signals at 55 KS/s sampling rate. The ADC alternatively
samples the response and source channels, and writes the data to dedicated ring buffers while

the processor continuously reads the ring buffers and applies coherent 3PSF, to every 19 cycles

www.manaraa.com



q
|
|
|
|
|
|
I
|
|
|
|
|
i
|
|
|
|
|
|
|
|
|
|
i
|
|
|
i
|
|
|
|
|
|
|
|
|
|
|
|

L

Fully Differential
Amplification

Vb

.
v
Ry
Ry
W

sing
N

\
d ¢ pig
q

Multi-stage
Filtering

1y
R

Sou rce-m.

ual Channel Data Acquisition

o--—-4-1--F++------

Digital Feedback

H--

Fig. 6.8 implemented board with the bridge transduction and first differential
amplification stage, 2 stage amplification and filtering and the digital data acquisition and
sin fitting with the TI MSP-EXP432P401R

of the signals. In this way, the resultant magnitude and differential phase of the two channels
are available in real-time for series RC electrode-solution interface characterization.
Sensitivity and capacitive change measurement accuracy of the series-RC balancing is
validated using the same setup shown in Fig. 6.9. After balancing the bridge for DC and with
solutions bias adjusted to the DC potential at the balanced DC voltage of the working
electrodes, AC balancing is performed. The capacitance array Cj, p,, is then changed in binary-
weighted steps (8-bit) up to the total of 1% fractional change in the capacitance value at the
initial balance point (this is done with an additional MCU manually for the experiment). For
the 200nF initial capacitance value, the capacitance change steps are

nominal, 16 pF, 32 pF, 64 pF, 128 pF, 32 pF, 64 pF, 128 pF, 256 pF, 512 pF, 1024 pF,
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Fig. 6.9 Sensitivity and capacitive change measurement accuracy, experimental setup

and 2048 pF, this is supposed to mimic the change in working electrode-solution capacitance
Ce1 pn»> With target binding.

Phase behavior with capacitance change can be indicative of the type of initial
imbalance. For example, if there is initially a phase change with C, p,,, changing, then there is
an initial resistive imbalance in the bridge based on (4.9). With the known balancing array
values at the initial balance point, the initial possible resistance and/or capacitance mismatch
can be calculated using (4.10) and (4.11). Fig. 6.10, shows the sensitivity analysis for a 1%
fractional capacitive change on Cj, p,,, where the measured capacitance ACy,¢qsureq Change is

plotted vs. each corresponding manually adjusted binary-weighted capacitance change

ACnominal .
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Fig. 6.10 (a) 8-bit AC,,eqsured VS- ACrominal> C@lculated using magnitude and
phase change transfer functions, (b) phase A¢ and magnitude AV change vs.
AC,ominal> phase is linear at lower 4 Bits and magnitude is linear at higher 4

The measured magnitude and phase change at each AC,,minai,» 18 mapped to a
corresponding AC,,.qsured> the bridge transfer functions (4.10) and (4.11). Given the initial
bridge imbalance and the fact that mainly the capacitance is changing manually, the initial
resistance mismatch is calculated using the changing phase information and assumed to stay
constant during the experiment. As shown in Fig. 6.10(b), the lower 4-bits of detection range
is quantified more clearly using the differential phase from (4.11) and upper 4-bits with the
apparent magnitude change using (4.10). The linear fit to AC,,eqsured VS- ACnoming: Shown in
Fig. 6.10(a) has linearity with a slope of 0.99 and the coefficient of determination R? = 0.999.
The measurement error is the absolute difference between AC,,cqsureqa and AC,omina: divided
by AC,ominar @ shown in (6.38) and remains below 0.5 at each point. The characterization
result indicates that by utilizing fine-tuning arrays and both magnitude and phase data, the
differential setup shown in Fig. 6.1 can successfully detect a 1% fractional capacitance change

at the interface, with an 8-bit resolution.

AC ~ACpomi
Measurment Error = 2¢measuredACnominatl (6.38)

ACnominal
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6.4 Conclusions

Other than the careful design requirements for the amplification/filtering read-out
interface after bridge transduction, the very small detection signals that are expected to have
SNR values less than 1 to 5 dB even after filtering, brings about the necessity to think of an
effective signal acquisition and processing method that is capable of extracting data from a
signal even buried in noise. To make it more challenging by the application demands, the
acquisition and processing need to be done in real-time!

Here, coherent 3PSF as a powerful non-iterative algorithm is adopted for
implementation within a simple microcontroller to both satisfy the low cost and real-time
requirements. The detailed design assumptions and practical considerations in the presence of
non-idealities are given for the design of coherent 3PSF that can be effective in very low SNR
levels. Design, implementation and performance verification of the acquisition and processing
unit is the last stage before making sure that the system is potentially sufficient to detect
MCLR. In the next chapter, the experimental measurement results with MCLR using the

designed biosensor are demonstrated.
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CHAPTER 7. SYSTEM FABRICATION AND MEASUREMENT
7.1 Experimental Measurements with the Bridge Transduction Based
Biosensor for Detecting MCLR

The experimental setup for actual MCLR toxin detection with the designed portable
biosensor is shown in Fig. 7.1(a). The bridge is configured the same as the block diagram
shown in Fig. 4.1, the transducer under test is an MCLR-antibody factionalized electrode with
the steps explained in Chapter 3. The transducer under test is placed in a costume designed
flow chamber Fig. 7.1(b) with approximately 1.6 cm3 volume. The flow chamber has an inlet
and an outlet for injecting solution and waste exit, and two spacing on the sides for the
transducer chip and external Ag/AgCl reference electrode to slide into the chamber. The
chamber is carefully sealed after inserting the electrodes so that the waste only gets out through

the outlet.

4
N

4

Bnage and .

\%\ Read-out interface
2 - N

/ e/gl“/ Manual Injection Syringes

(@) (b)

Fig. 7.1 (a) Customized flow chamber compatible with the purchased gold patterned
transducers (b) The experimental setup for actual MCLR toxin detection with the
designed portable biosensor.

—
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For these measurements, the toxin will only be injected into the flow chamber, and the
secondary functionalized transducer at the upper bridge leg is placed inside a biased solution
for maintaining differential measurement strategy and help reduce the common-mode
interference effects mutual between the transducers. Both solutions at the upper and lower
bridge legs are biased at the same level as the working electrodes DC bias levels (60 mV) for
drift suppression.

The transducers are both placed in the PBS buffer solution and wait connected to the
setup for approximately one hour before balancing; this is required for the solutions to
equilibrate. The more stable the transducers in the solution, the less challenging the balancing
will be. The bridge balance is carried out with the balancing algorithm introduced in Chapter
4 (Fig. 4.6). After obtaining a balance condition for the bridge, the interface output is observed
for any required rebalance, and once a stable and low drift signal is observed, the actual
experiment starts.

MCLR diluted solutions are prepared using PBS 1X as the base solution; the target
toxin concentrations for experimentation are 0.1 ug/L, 1 ug/L and 10 ug/L. The experiment
will start by injecting 10 ml of, 0.1 ug/L MCLR solution with a flow rate of roughly
3 ml/min, through the inlet. The injection process causes spikes in the response; therefore,
the next experiment step will start after the response signal gets to a settled state. Once a stable
signal is observed, the second and third MCLR concentration is injected with a similar
procedure.

During the experiment, the MCU acquires the response signal, and after coherent sine

fitting, the amplitude and phase data are available for solution-electrode interface capacitance
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and resistance parameter extraction. Table 7.1 shows the calculated percent fractional interface
capacitance, and resistance change values at the initial PBS buffer start step and with increasing
MCLR concentrations. The values reported in Table 7.1 are obtained from the final settled
state data. The results show that as a proof of concept, the bridge transduction based capacitive
biosensor with a very sensitive read-out interface is capable of detecting MCLR concentrations
with distinct detection levels for capacitance and resistance values.

Interestingly, the change observed in both capacitance and resistance of the interface
reveals that the difference in the interface resistance values is detected as the solutions are
changed during the experiment. A statistical evaluation of the collected results is not provided

here because the data is collected from separate electrodes at each experiment.

Table 7. 1 The transducers final settled overall fractional capacitance and resistance
change values for the initial buffer and set of 3 MCLR solutions with increasing
concentration levels

) : 0.1 1 10
Transducer: Fractz)zal change PBS ng/L ng/L ng/L
Tr.1: Tm” (%) 0.07 0.39 0.7 0.61
el,Dn
Tr.1 AReipn 2.35 2.75
Tr.l:w(/o) 0.1 1.5
el,.Dn
AC
Tr. 2: C—“’” (%)  0.03 0.15 0.58 1.34
Tr.2 Msl’Dn
el,Dn
Tr.2: . (%) 0.02 0.96 2.37 4.7
el,Dn
AC
Tr. 3: C—“’” (%)  0.046 0.1 0.52 0.63
Tr.3 Msl’Dn
el,.Dn
Tr. 3: . (%) 0.0075 0.7 0.16 -0.27
el,Dn
AC
Tr.4: Ce—l’Dn (%) 0.044 1.08 1.22 1.86
Tr.4 Msl’Dn
el,Dn
Tr.4:R—(%) 0.12 -1 -1.2 -1.82
el,Dn
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Acel,Dn/Cel,Dn (%)

0.1t8  time (min) time (min)

Fig. 7. 2 Raw real-time extracted fractional transducer (a) capacitance and (b) resistance
percent change, showing the settled states after injection at each MCLR concentration for
the experiment with the transducer Tr.2

Fig. 7.2 shows the raw real-time extracted fractional transducer capacitance and

) AC AR e )
resistance percent change (—:22 , —<L% ) ytilizing the known balanced state parameters with

Ceton = RelDn
equations (4.10) and (4.11) for transducer Tr.2. The results show that settled state values of the
resistance and capacitance change, give distinct detection levels at each MCLR concentration
and this is a proof of concept, even with the maximum full-scale change of capacitance in the
experiment remaining below 1.5%.

Fig. 7.3 shows the raw extracted real-time capacitance and resistance fractional change
amounts plotted for the set of 4 transducers Tr.1-Tr.4. The increase or decrease in the resistance
and capacitance for all the transducers follows a uniform trend. The capacitance or resistance
fractional change either shows an increasing or decreasing trend with the consecutive

concentrations.
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Fig. 7.3 Raw real-time extracted fractional transducer capacitance and resistance percent

ACel,Dn ARel,Dn
C

change (—==,——) for experimental measurements with 4 set of electrodes Tr.1-Tr.4.

el.Dn Relpn
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7.2 Conclusions

The experimental setup design for differential sensing of MCLR with the developed
bridge-based capacitive read-out interface is shown in this chapter. The drift rate is effectively
controlled with the DC bias application both to the working electrodes and solution. With the
controlled drift rate the real-time detection of MCLR and exploring the binding dynamics is
made possible. The obtained real-time interface capacitance and resistance change are both on
the order of couple percent in general for the total range of utilized concentrations. The primary
advantages of this setup is that distinct detection levels with settled values are achievable at
most of the experiments. The experimental results reveal that both resistance and capacitance
change values can used for detection. The solution resistance shows a higher change compared
to the percent change in the interface capacitance. This change can be studied in more detail to
find out the potential factors impacting the solution resistance during experiment, for example
the slight difference in the pH values of different solutions. This experimental validation shows
that using the capacitance change levels obtained after injecting the MCLR into the flow

chamber, concentrations as low as 0.01 ug/[ can be detected.
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CHAPTER 8. GENERAL CONCLUSIONS

As part of the biosensor development process, a low-cost, simple, fully differential
capacitive bridge based readout interface is designed, implemented and characterized in this
work. The design goal is to achieve an 8-bit resolution for sensing a fractional capacitance
change of roughly 1%. Differential bridge structure with two transducers is employed, and
digitally controlled series RC networks are utilized for balancing. Fully differential
amplification along with bandpass filtering is carried out to fight against noise and common
mode interference and amplify the response signal to meet the ADC reference voltage at the
expected full scale. Characterization results show that the readout interface achieves the target
8-bit resolution.

The data acquisition unit is designed based on the dual-channel operation to acquire
amplitude and differential phase of the response and source signals. Data acquisition and sine
fitting are both proposed to be carried out using a single microcontroller. The main criteria to
fulfill while designing the data acquisition and processing unit are low-cost (< 10$), real-time
and no need for complicated post-processing of the data.

Optimized setup and bias and experiment conditions are investigated and an effective
method specifically for drift control while acquiring real-time data is shown.
Amplification/filtering board and the data acquisition and processing units are carefully
characterized. In this way, the data obtained from the actual experiment can be interpreted
more reliably knowing that the read-out unit performance is as expected.

Actual experiments with MCLR results are promising proof of concept for the
effectiveness of the proposed read-out method. The utilized electrodes for the measurements

presented in this thesis are patterned gold electrodes available to purchase commercially. The
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advantage of the structure introduced in this thesis is that the designed interface can be
configured to be interfaced with any range of capacitive transducer impedance, given the
design method and the balancing array values.

The design details provided here, provide the firsthand knowledge for users from
different areas than electrical engineering to make their own custom-designed data acquisition

unit for their sensors or test the performance of a designed and fabricated transducer in a bridge

scheme.
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